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#### Abstract

Markov chains are popular tools for modeling a lot of practical systems such as queueing systems，manufactur－ ing systems and categorical data sequences．Multiple categorical sequences occur in many applications such as inventory control，finance and data mining．In many situations，one would like to consider multiple categorical sequences together at the same time．The reason is that the data sequences can be correlated and therefore by exploring their relationships，one can develop better models．In this paper，we propose a new multivariate Markov chain model for modeling multiple categorical data sequences．We then test the proposed model with synthetic data and apply it to practical sales demand data．
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## 1 Introduction

Categorical data sequences（time series）have many applications in both applied sciences and engineering problems such as inventory control problemss［1，10，11］，webpage prediction problems in data mining［12］， credit risk problems in finance［9］and many others［2，6，8］．Categorical data sequences can be modeled by using Markov chains，see for instance［10，11，8］．In many occasions，one has to consider multiple Markov chains（categorical sequences）together at the same time，i．e．，to study the chains in a holistic manner rather than individually．The reason is that the chains（data sequences）can be＂correlated＂and therefore the information of other chains can contribute to explain the captured chain（data sequence）．Thus by exploring these relationships，one can develop better models．We remark that the conventional Markov chain model for $s$ categorical data sequences of $m$ states has $m^{s}$ states．The number of parameters

[^0](transition probabilities) increases exponentially with respect to the number of categorical sequences. Because of this large number of parameters, people seldom use such kind of Markov chain models directly. In view of this, Ching et al. proposed a first-order multivariate Markov chain model in [10] for modeling the sales demands of multiple products in a soft drink company. Their model involves only $O\left(s^{2} m^{2}+s^{2}\right)$ number of parameters where $s$ is the number of sequences and $m$ is the number of possible states. The model can capture both the intra- and inter-transition probabilities among the sequences. They also developed efficient estimation methods for solving the model parameters and applied the model to a problem of sales demand data sequences. A simplified multivariate Markov model based on [10] has also been proposed in [13] where the number of parameters is only $O\left(s m^{2}+s^{2}\right)$. However, all the models $[10,13]$ cannot capture negative correlations among the data sequences. We will elaborate the meaning of positive and negative correlations shortly in the next section. Moreover, all the models have been shown to be stationary and steady-state is assumed in the estimation of model parameters. Thus the estimation methods have to be modified when the given data sequences are short. In this paper, we propose a new model which can capture both positive and negative correlations among the data sequences. The model can also be adjusted to handle the case when the data sequences are short easily.

The rest of the paper is organized as follows. In Section 2, we propose the new multivariate Markov model and discuss some important properties of the model. In Section 3, we present the method for the estimation of model parameters. In Section 4, we apply the model and the method to some synthetic data and practical sales demand data. Finally, a summary is given in Section 5 to conclude the paper.

## 2 The New Multivariate Markov Chain Model

In this section, we first propose our new multivariate Markov chain model and then some of its properties. The properties are important for the estimation of model parameters.

The following multivariate Markov chain model has been proposed in [10]. The model assumes that there are $s$ categorical sequences and each has $m$ possible states in

$$
M=\{1,2, \ldots, m\}
$$

Here we adopt the following notations as in [10]. Let $\mathbf{x}_{n}^{(k)}$ be the state vector of the $k$ th sequence at time $n$. If the $k$ th sequence is in State $j$ at time $n$ then we write

$$
\mathbf{x}_{n}^{(k)}=\mathbf{e}_{j}=(0, \ldots, 0, \underbrace{1}_{j \text { th entry }}, 0, \ldots, 0)^{T}
$$

The following relationships among the sequences are assumed:

$$
\begin{equation*}
\mathbf{x}_{n+1}^{(j)}=\lambda_{j j} P^{(j j)} \mathbf{x}_{n}^{(j)}+\sum_{k=1, k \neq j}^{s} \lambda_{j k} P^{(j k)} \mathbf{x}_{n}^{(k)} \quad \text { for } \quad j=1,2, \ldots, s \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{j k} \geq 0, \quad 1 \leq j, k \leq s \quad \text { and } \quad \sum_{k=1}^{s} \lambda_{j k}=1, \quad \text { for } \quad j=1,2, \ldots, s \tag{2}
\end{equation*}
$$

Equation (1) simply means that the state probability distribution of the $j$ th chain (sequence) at time $(n+1)$ depends only on the weighted average of $P^{(j j)} \mathbf{x}_{n}^{(j)}$ and $P^{(j k)} \mathbf{x}_{n}^{(k)}$. Here $P^{(i j)}$ is the one-step transition probability matrix of the states from the $j$ th sequence to the states of the $i$ th sequence. In matrix form, one may write

$$
\mathbf{x}_{n+1} \equiv\left(\begin{array}{c}
\mathbf{x}_{n+1}^{(1)} \\
\mathbf{x}_{n+1}^{(2)} \\
\vdots \\
\mathbf{x}_{n+1}^{(s)}
\end{array}\right)=\left(\begin{array}{cccc}
\lambda_{11} P^{(11)} & \lambda_{12} P^{(12)} & \cdots & \lambda_{1 s} P^{(1 s)} \\
\lambda_{21} P^{(21)} & \lambda_{22} P^{(22)} & \cdots & \lambda_{2 s} P^{(2 s)} \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{s 1} P^{(s 1)} & \lambda_{s 2} P^{(s 2)} & \cdots & \lambda_{s s} P^{(s s)}
\end{array}\right)\left(\begin{array}{c}
\mathbf{x}_{n}^{(1)} \\
\mathbf{x}_{n}^{(2)} \\
\vdots \\
\mathbf{x}_{n}^{(s)}
\end{array}\right) \equiv Q \mathbf{x}_{n}
$$

We note that this model only allows positive correlation among the data sequences as all the $\lambda_{i j}$ are assumed to be non-negative. This means an increase in a state probability in any one of the sequences at time $n$ can only increase (but never decrease) the state probabilities at time $(n+1)$. To extend the model so as to take care of the negative correlations among the data sequences, our idea here is to use

$$
\mathbf{z}_{n+1}=\frac{1}{m-1}\left(\mathbf{1}-\mathbf{x}_{n}\right)
$$

to model the case when the state probability vector $\mathbf{x}_{n}$ is negatively correlated to the state probability vector $\mathbf{z}_{n+1}$. Here $\mathbf{1}$ is the vector of all ones and the factor $(m-1)^{-1}$ is the normalization constant and the number of possible states $m \geq 2$.

We propose the following model for $s$ data sequences $\mathbf{x}_{n}^{(1)}, \mathbf{x}_{n}^{(2)}, \ldots, \mathbf{x}_{n}^{(s)}$. In order to reduce the number of parameters, in the proposed model, we assume that $P^{(i j)}=I$ when $i \neq j$. This idea has been used in [13] and has been shown to be effective. We then assume the following relationship among the data sequences:

$$
\left(\begin{array}{c}
\mathbf{x}_{n+1}^{(1)} \\
\mathbf{x}_{n+1}^{(2)} \\
\vdots \\
\mathbf{x}_{n+1}^{(s)}
\end{array}\right)=\Lambda_{\text {Positive correlated part }}^{\left(\begin{array}{c}
\mathbf{x}_{n}^{(1)} \\
\mathbf{x}_{n}^{(2)} \\
\vdots \\
\mathbf{x}_{n}^{(s)}
\end{array}\right)}+\frac{1}{m-1} \Lambda^{\Lambda^{-}\left(\begin{array}{c}
\mathbf{1}-\mathbf{x}_{n}^{(1)} \\
\mathbf{1}-\mathbf{x}_{n}^{(2)} \\
\vdots \\
\vdots \\
\mathbf{1}-\mathbf{x}_{n}^{(s)}
\end{array}\right)} \underbrace{(\underbrace{}_{\text {per }}}_{\text {Negative correlated part }}
$$

where

$$
\Lambda^{+}=\left(\begin{array}{cccc}
\lambda_{1,1} P^{(11)} & \lambda_{1,2} I & \ldots & \lambda_{1, s} I \\
\lambda_{2,1} I & \lambda_{2,2} P^{(22)} & \ldots & \lambda_{2, s} I \\
\ldots & \ldots & \ldots & \ldots \\
\lambda_{s, 1} I & \ldots & \lambda_{s, s-1} I & \lambda_{s, s} P^{(s s)}
\end{array}\right)
$$

and

$$
\Lambda^{-}=\left(\begin{array}{cccc}
\lambda_{1,-1} P^{(11)} & \lambda_{1,-2} I & \ldots & \lambda_{1,-s} I \\
\lambda_{2,-1} I & \lambda_{2,-2} P^{(22)} & \ldots & \lambda_{2,-s} I \\
\ldots & \ldots & \ldots & \ldots \\
\lambda_{s,-1} I & \ldots & \lambda_{s,-s+1} I & \lambda_{s,-s} P^{(s s)}
\end{array}\right)
$$

Here $\lambda_{i, j} \geq 0$ for $i=1,2, \ldots, s$ and $j= \pm 1, \ldots, \pm s$ and

$$
\sum_{j=-s}^{s} \lambda_{i, j}=1
$$

This is equivalent to

$$
\begin{aligned}
\mathbf{x}^{(n+1)} & =\left(\begin{array}{c}
\mathbf{x}_{n+1}^{(1)} \\
\mathbf{x}_{n+1}^{(2)} \\
\vdots \\
\mathbf{x}_{n+1}^{(s)}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
H_{1,1} & H_{1,2} & \cdots & H_{1, s} \\
H_{2,1} & H_{2,2} & \cdots & H_{2, s} \\
\cdots & \cdots & \cdots & \cdots \\
H_{s, 1} & H_{s, 2} & \cdots & H_{s, s}
\end{array}\right)\left(\begin{array}{c}
\mathbf{x}_{n}^{(1)} \\
\mathbf{x}_{n}^{(2)} \\
\vdots \\
\mathbf{x}_{n}^{(s)}
\end{array}\right)+\frac{1}{m-1}\left(\begin{array}{cccc}
J_{1,-1} & J_{1,-2} & \cdots & J_{1,-s} \\
J_{2,-1} & J_{2,-2} & \cdots & J_{2,-s} \\
\cdots & \cdots & \cdots & \cdots \\
J_{s,-1} & \cdots & J_{s,-s+1} & J_{s,-s}
\end{array}\right)\left(\begin{array}{c}
\mathbf{1} \\
\mathbf{1} \\
\vdots \\
\mathbf{1}
\end{array}\right) \\
& \equiv M_{s} \mathbf{x}^{(n)}+\mathbf{b} .
\end{aligned}
$$

Here

$$
H_{i j}= \begin{cases}\left(\lambda_{i, j}-\frac{\lambda_{i,-j}}{m-1}\right) P^{(i i)} & \text { if } i=j \\ \left(\lambda_{i, j}-\frac{\lambda_{i,-j}}{m-1}\right) I & \text { otherwise }\end{cases}
$$

and

$$
J_{i j}= \begin{cases}\lambda_{i,-j} P^{(i i)} & \text { if } i=j \\ \lambda_{i,-j} I & \text { otherwise }\end{cases}
$$

We note that

$$
\begin{aligned}
\mathbf{x}^{(n+1)}= & M_{s}^{2} \mathbf{x}^{(n-1)}+\left(I+M_{s}\right) \mathbf{b} \\
= & M_{s}^{3} \mathbf{x}^{(n-2)}+\left(I+M_{s}+M_{s}^{2}\right) \mathbf{b} \\
& \vdots \\
= & M_{s}^{(n+1)} \mathbf{x}^{(0)}+\sum_{k=0}^{n} M_{s}^{k} \mathbf{b}
\end{aligned}
$$

where $M_{s}^{0}=I$.
The model has a stationary distribution if for certain matrix norm $\|$.$\| (let us say \left\|M_{s}\right\|_{\infty}$ ) we have $\left\|M_{s}\right\|<1$. Here given an $n \times n$ real matrix $M$,

$$
\|M\|_{\infty}=\max _{i}\left\{\sum_{j=1}^{n}\left|M_{i j}\right|\right\} .
$$

In this case, we have

$$
\lim _{n \rightarrow \infty} \mathbf{x}^{(n)}=\lim _{n \rightarrow \infty} \sum_{k=0}^{n} M_{s}^{k} \mathbf{b}=\left(I-M_{s}\right)^{-1} \mathbf{b}
$$

We also note that

$$
\left\|M_{s}\right\|_{\infty} \leq \max _{1 \leq k \leq s}\left\{m\left|\lambda_{k, k}-\frac{\lambda_{k,-k}}{(m-1)}\right|+\sum_{k \neq i}\left|\lambda_{k, i}-\frac{\lambda_{k,-i}}{(m-1)}\right|\right\} .
$$

Therefore the smaller $\left\|M_{s}\right\|_{\infty}$ is the faster the convergence rate of the process will be. Thus one can control the convergent rate by setting an upper bound $\alpha<1$ by introducing the extra constraints

$$
m\left|\lambda_{k, k}-\frac{\lambda_{k,-k}}{(m-1)}\right|+\sum_{k \neq i}\left|\lambda_{k, i}-\frac{\lambda_{k,-i}}{(m-1)}\right| \leq \alpha \quad \text { for } \quad i=1,2, \ldots, s .
$$

## 3 Estimation of Model Parameters

In this section, we propose efficient methods for the estimations of $P^{(j j)}$ and $\lambda_{j k}$. For each data sequence, one can estimate the transition probability matrix by the following method [10,11]. Given a data sequence, one can count the transition frequencies from one arbitrary state to the other states. Hence we can construct the transition frequency matrix for the data sequence. After making a normalization, the estimates of the transition probability matrices can also be obtained. We note that one has to estimate $O\left(s \times m^{2}\right)$ transition frequency matrices for the multivariate Markov chain model. The vector stationary vector $\mathbf{x}$ can be estimated from proportion of the occurrence of each state in each of the sequences. According to the idea at the end of last section, if we take $\|$.$\| to be \|.\|_{1}$ we can get the values of $\lambda_{j k}$ by solving the following optimization problem ([10,11]):

$$
\begin{cases} & \min _{\lambda} \sum_{i}\left|\left[b_{j, k}-\hat{\mathbf{x}}^{(j)}\right]_{i}\right| \\ \text { subject to } \\ & b_{j, k}=\sum_{k=1}^{s}\left(\left(\lambda_{j, k}-\frac{\lambda_{j,-k}}{m-1}\right) \Delta_{j k} \hat{\mathbf{x}}^{(k)}+\frac{1}{m-1} \lambda_{j, k} \Delta_{j k} \mathbf{1}\right) \\ & \sum_{k=-s}^{s} \lambda_{j k}=1, \quad \forall j=1,2, \ldots, s .  \tag{3}\\ & \lambda_{j k} \geq 0, \quad \forall k= \pm 1, \ldots, \pm s, j=1,2, \ldots, s \\ m\left|\lambda_{k, k}-\frac{\lambda_{k,-k}}{(m-1)}\right|+\sum_{k \neq i}\left|\lambda_{k, i}-\frac{\lambda_{k,-i}}{(m-1)}\right| \leq \alpha \quad \text { for } \quad k=1,2, \ldots, s .\end{cases}
$$

Here $\mathbf{1}$ is the vector with all the entries being equal to one and

$$
\Delta_{j k}= \begin{cases}P^{(j j)} & \text { if } j=k \\ I & \text { if } j \neq k\end{cases}
$$

Problem (3) can be formulated to $s$ linear programming problems as follows, see for instance [3, (p. 221)]. We remark that other vector norms such as $\|\cdot\|_{2}$ and $\|\cdot\|_{\infty}$ can also be used but they have different characteristics. It is clear that the former will result in a quadratic programming problem while $\|.\|_{\infty}$ will still result in a linear programming problem, see for instance $[3$, ( $\mathrm{pp} .221-226$ )]. There is a well-known fact that in approximating data by using a linear function $[3,(\mathrm{p} .220)],\|\cdot\|_{1}$ gives the most robust result. While $\|.\|_{\infty}$ avoids gross discrepancies with the data as much as possible. If the errors are known to be normally distributed then $\|\cdot\|_{2}$ is the best choice. Finally we remark that the complexity of solving a linear programming problem or a quadratic programming problem is $O\left(n^{3} L\right)$ where $n$ is the number of variables and $L$ is the number of binary bits needed to record all the data of the problem [4].

## 4 Numerical Examples

In this section, we present both synthetic data sequences and practical sales demand data sequences to demonstrate the effectiveness of the proposed model.

We first estimate all the transition probability matrices $P^{(j j)}$ and the parameters $\lambda_{i j}$ by using the method proposed in Section 3. To evaluate the performance and effectiveness of the new multivariate Markov chain model, we use BIC (Bayesian Information Criterion) [5,7] as an indicator which is defined as

$$
B I C=-2 L+q \log n,
$$

where

$$
L=\sum_{j=1}^{s}\left(\sum_{i_{0}, k_{1}, \cdots k_{s}=1}^{m} n_{i_{0}, k_{1}, \cdots, k_{s}}^{(j)} \log I\right)
$$

$$
I=\sum_{l=1}^{m} \sum_{k=1}^{s}\left(\lambda_{j k}-\frac{1}{m-1} \lambda_{j,-k}\right) p_{i_{0}, k_{l}}^{(j k)}+\frac{1}{m-1} \lambda_{j,-k}
$$

is the log-likelihood of the model,

$$
n_{i_{0}, k_{1}, k_{2}, \cdots, k_{s}}^{(j)}=\sum x_{n+1}^{(j)}\left(i_{0}\right) x_{n}^{1}\left(k_{1}\right) x_{n}^{2}\left(k_{2}\right) \cdots x_{n}^{s}\left(k_{s}\right)
$$

Here $q$ is the number of independent parameters, and $n$ is the length of the sequence. The less the value of BIC, the better the model is. For the sake of comparison, we also give the results for the model proposed by Ching et al. in [10].

### 4.1 Synthetic Data Sequences

In this subsection, we consider two binary sequences generated by the following model:

$$
\binom{\mathbf{x}_{n+1}^{(1)}}{\mathbf{x}_{n+1}^{(2)}}=\left(\begin{array}{cc}
\lambda_{1,1} P^{(11)} & \lambda_{1,2} I \\
\lambda_{2,1} I & \lambda_{2,2} P^{(22)}
\end{array}\right)\binom{\mathbf{x}_{n}^{(1)}}{\mathbf{x}_{n}^{(2)}}+\left(\begin{array}{cc}
\lambda_{1,-1} P^{(11)} & \lambda_{1,-2} I \\
\lambda_{2,-1} I & \lambda_{2,-2} P^{(22)}
\end{array}\right)\binom{\mathbf{1}-\mathbf{x}_{n}^{(1)}}{\mathbf{1}-\mathbf{x}_{n}^{(2)}}
$$

Here

$$
P^{(11)}=\left(\begin{array}{cc}
0.2 & 0.3 \\
0.8 & 0.7
\end{array}\right) \quad \text { and } \quad P^{(22)}=\left(\begin{array}{cc}
0.4 & 0.1 \\
0.6 & 0.9
\end{array}\right)
$$

and

$$
\begin{aligned}
& \lambda_{1,1}=0.4300, \lambda_{1,2}=0.0505, \lambda_{1,-1}=0.4401, \lambda_{1,-2}=0.0794 \\
& \lambda_{2,1}=0.0838, \lambda_{2,2}=0.3932, \lambda_{2,-1}=0.1187, \lambda_{2,-2}=0.4043
\end{aligned}
$$

Beginning with

$$
\mathbf{x}_{0}^{(1)}=(0,1)^{T} \quad \text { and } \quad \mathbf{x}_{0}^{(2)}=(1,0)^{T}
$$

one can generate sequences of
as follows:

$$
\mathbf{x}_{n}^{(1)} \quad \text { and } \quad \mathbf{x}_{n}^{(2)}
$$

$$
A: 21221122212222212122
$$

$$
B: 11121212112121122111
$$

We then apply our to these data sequences and compare it with the model in [10]. The results are then reported in Table 1.

Table 1
The BIC for Synthetic Data Sequences.

| Models | BIC |
| :--- | :--- |
| Multivariate Markov Model in [10] | 107.93 |
| The New Model $(\alpha=1.0)$ | $4.2130 \mathrm{e}+003$ |
| The New Model $(\alpha=0.9)$ | $4.2201 \mathrm{e}+003$ |
| The New Model $(\alpha=0.8)$ | $4.2258 \mathrm{e}+003$ |
| The New Model $(\alpha=0.7)$ | $4.2322 \mathrm{e}+003$ |
| The New Model $(\alpha=0.6)$ | $4.2410 \mathrm{e}+003$ |

### 4.2 Sales Demands Data Sequences

In this subsection, we present some numerical results based on the sales demand data of a soft-drink company in Hong Kong [10]. The soft-drink company actually facing an in-house problem of production planning and inventory control. A key issue is that the storage space of the central warehouse often finds itself full or near capacity.

Product are categorized into six possible states according to sales volume. All products are labeled as either very fast-moving (very high sales volume), fast-moving, standard, slow-moving, very slow-moving
(low sales volume) or no sales volume. The company has a big customer and would like to predict sales demand for this customer so as to minimize the in-house inventory and at same time maximize the demand satisfaction for this customer. More importantly, the company can understand the sales pattern of this customer and then develop a marketing strategy to deal with this customer. We expect sales demand sequences generated by the same customer to be correlated to each other. Therefore by exploring these relationships, we develop the multivariate Markov model for such demand sequences, hence obtain better prediction rules. We then build the multivariate Markov chain model based on the data in the Appendix of [10].

Table 2
The BIC for Data sequences A,B,C,D,E.

| Models | BIC |
| :--- | :--- |
| Multivariate Markov Model in [10] | $8.0215 \mathrm{e}+003$ |
| The New Model $(\alpha=1.0)$ | $4.1264 \mathrm{e}+003$ |
| The New Model $(\alpha=0.9)$ | $4.1762 \mathrm{e}+003$ |
| The New Model $(\alpha=0.8)$ | $4.2638 \mathrm{e}+003$ |
| The New Model $(\alpha=0.7)$ | $4.3749 \mathrm{e}+003$ |
| The New Model $(\alpha=0.6)$ | $4.5112 \mathrm{e}+003$ |

The results above show the effectiveness of our simplified multivariate Markov model. One can see that the new multivariate Markov model is much better than the multivariate Markov model in [10] in fitting the sales demand data. We remark that when $\|\cdot\|_{\infty}$ norm is used instead of $\|\cdot\|_{1}$ norm, in the LP, we still get similar results of BIC for both the synthetic data and practical data.

## 5 Summary

In this paper, we propose a new multi-dimensional Markov chain model for modeling multiple categorical data sequences. We test the proposed model with both synthetic data and practical sales demand data. The new model can capture both positive and negative correlations among the data sequences. The model can also be adjusted to handle the case when the data sequences are short easily.

## 6 Appendix

## $\underline{\text { Sales Demand Sequences of the Five Products (Taken from [10]) }}$





```
2262266266622233 341661661616666166621222222 366666 6
```




```
16161216166161222233222666621161116161616116621166112626661261611116 1611661
66161666116622222222266661666166 166116 13335 1666666666
```









```
454443436262222222222234444544432226222626262222232
```




```
2236455552466266226222262322363223444455433626 22 26 3222255444436 26626 26 22 3 34
454444436262226222222234444544432226662626262222222
6=very fast-moving, 5 = fast-moving, 4= standard, 3= slow-moving, 2= very slow-moving and 1= no sales volume.
```
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