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INVARIANTS AS CHOW GROUPS

HANS FRANZEN AND MATTHEW B. YOUNG

Abstract. We establish a geometric interpretation of orientifold Donaldson-
Thomas invariants of σ-symmetric quivers with involution. More precisely,

we prove that the cohomological orientifold Donaldson-Thomas invariant is

isomorphic to the rational Chow group of the moduli space of σ-stable self-
dual quiver representations. As an application we prove that the Chow Betti

numbers of moduli spaces of stable m-tuples in classical Lie algebras can be

computed numerically. We also prove a cohomological wall-crossing formula
relating semistable Hall modules for different stabilities.
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Introduction

There are by now a number of geometric interpretations of Donaldson-Thomas
invariants of quivers. In various settings and levels of generality, see [16], [5], [22],
[14], [21], [6]. In particular, in [14] it is proved that the cohomological Donaldson-
Thomas invariant of a symmetric quiver is isomorphic to the rational Chow group
of the moduli space of stable representations of the quiver. In this paper we es-
tablish an analogous result for orientifold Donaldson-Thomas invariants, giving the
first geometric interpretation of these invariants. Roughly speaking, orientifold
Donaldson-Thomas invariants are counting invariants of moduli spaces of quiver
representations which have orthogonal or symplectic structure groups.
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The slope µ Donaldson-Thomas invariant of a quiver Q with stability θ is de-
fined in terms of the Hilbert-Poincaré series of the semistable cohomological Hall
algebra Hθ-ssQ,µ of Kontsevich and Soibelman [19]. The algebra Hθ-ssQ,µ is a convolution
algebra on the cohomology of the stack of semistable representations of slope µ.
Understanding the finer structure of Hθ-ssQ,µ has led to a better understanding of
Donaldson-Thomas invariants. Similarly, when the quiver has an involution and
duality structure (see Section 1.2) the orientifold Donaldson-Thomas invariant is
defined in terms of the Hilbert-Poincaré series of the semistable cohomological Hall
module Mθ-ss

Q , a left Hθ-ssQ,µ=0-module structure on the cohomology of the stack of

semistable self-dual representations [28].
Motivated by results of [14], in this paper we study a Chow theoretic version

of Mθ-ss
Q , defined in the same way as Mθ-ss

Q but with Chow groups used in place

of cohomology groups. The resulting object Bθ-ssQ is a left-module over the Chow

theoretic Hall algebra Aθ-ssQ,µ=0 introduced in [12]. While cohomological and Chow
theoretic Hall algebras share many common features, one technical advantage of
the latter is the existence of the localization exact sequence in Chow theory. Using
the localization exact sequence, the problem of understanding Aθ-ssQ,µ can be reduced
to that of understanding the Chow groups of the Harder-Narasimhan strata of the
affine variety of representations. This idea has been used extensively in the rep-
resentation theory of quivers (see [24] for its introduction) and is central to the
approach of [14]. In its original setting, the Harder-Narasimhan stratification was
applied by Atiyah and Bott [1] in their study of two dimensional Yang-Mills theory
with compact gauge group H. See also [20] for related work. The case in which H
is a unitary group is analogous to the case of ordinary representations of quivers,
but the framework is valid for arbitrary H. The approach of this paper is to import
the method of Atiyah and Bott when H is an orthogonal or symplectic group. The
result is the σ-Harder-Narasimhan stratification of the affine variety of self-dual rep-
resentations. The main geometric properties of this stratification are summarized
in Propositions 2.2 and 2.3, both of which are direct analogues of results in the or-
dinary case. The key result we prove using the σ-Harder-Narasimhan stratification
is Proposition 2.5, which states that the mixed Hodge structure on the cohomology
of the stack of semistable self-dual representations is pure of Hodge-Tate type. The
proof proceeds by showing that the σ-Harder-Narasimhan stratification is equiv-
ariantly perfect in the sense of [1]. We use Proposition 2.5 to prove that the cycle

map defines an isomorphism Bθ-ssQ
∼−→ Mθ-ss

Q which is compatible with the corre-

sponding algebra isomorphisms Aθ-ssQ,µ
∼−→ Hθ-ssQ,µ from [14]. See Theorem 3.1. We

deduce from this result that the cycle map from the Chow group to the cohomol-
ogy of the moduli space of σ-stable self-dual representations surjects onto the pure
part; see Corollary 3.2. Theorem 3.4 establishes a wall-crossing formula for Chow
theoretic Hall modules. More precisely, we show that as a graded vector space the
trivial stability Hall module BQ is determined by the module Bθ-ssQ and the algebras

{Aθ-ssQ,µ}µ>0. At the level of Grothendieck groups, Theorem 3.4 recovers the motivic

orientifold wall-crossing formula of [27].
In Section 4 we give some applications of the above results to Donaldson-Thomas

theory. We prove in Theorem 4.1 that the cohomological orientifold Donaldson-
Thomas invariant of a σ-symmetric quiver is isomorphic to the rational Chow group
of the moduli space of σ-stable self-dual representations. An immediate corollary is
that the orientifold integrality conjecture for σ-symmetric quivers holds; see Corol-
lary 4.2. In Section 4.2 we restrict attention to the quivers Lm with one node and
m ≥ 0 loops. For particular choices of duality structures, moduli spaces of self-dual
representations of Lm are moduli spaces of m-tuples in orthogonal or symplectic
Lie algebras. It follows from Theorem 4.1, together with Reineke’s computation of
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the Donaldson-Thomas invariants of Lm [25] and the freeness of MLm [28], that
the Chow Betti numbers of moduli spaces of σ-stable self-dual representations of
Lm can be computed numerically. As a final application, using Theorem 4.1 and
the explicit shuffle description of the MLm from [28] we show in Theorem 4.3 that
the Chow Betti numbers of moduli spaces of stable m-tuples in symplectic and odd
orthogonal Lie algebras groups agree.

Notation. Throughout this paper we write ⊗ for ⊗Q, unless otherwise noted. All
varieties/schemes are over the ground field C. By the dimension of a smooth variety
we always mean its complex dimension.
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supported by the Research Grants Council of the Hong Kong SAR, China (GRF
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143414).

1. Background material

1.1. Quiver representations. Let Q = (Q0, Q1) be a finite quiver and let Λ+
Q =

Z≥0Q0 be its monoid of dimension vectors. A representation (U, u) of Q is a finite
dimensional Q0-graded complex vector space U =

⊕
i∈Q0

Ui together with a linear

map uα : Ui → Uj for each arrow i
α−→ j. The dimension vector dimU ∈ Λ+

Q of U is

the tuple (dimUi)i∈Q0 and the total dimension dimU ∈ Z≥0 is the dimension of U
as a complex vector space. We also define the total dimension dim d of a dimension
vector as

∑
i∈Q0

di.

The affine variety of representations of Q of dimension vector d ∈ Λ+
Q is

Rd =
⊕
i
α−→j

HomC(Cdi ,Cdj ).

The group GLd =
∏
i∈Q0

GLdi(C) acts linearly on Rd via change of basis. The stack

Md = [Rd/GLd] is the stack of representations of dimension vector d.
Write RepC(Q) for the category of finite dimensional complex representations of

Q. It is abelian and hereditary. The Euler form of RepC(Q) descends to the bilinear
form on ΛQ = ZQ0 given by

χ(d, d′) =
∑
i∈Q0

did
′
i −

∑
i
α−→j

did
′
j .

1.2. Self-dual quiver representations. For an introduction to self-dual quiver
representations see [7], or from the point of view of this paper, [27].

An involution of a quiver Q is a pair of involutions σ : Qk → Qk, k = 0, 1, such
that

(i) if i
α−→ j, then σ(j)

σ(α)−−−→ σ(i), and

(ii) if i
α−→ σ(i), then α = σ(α).

A duality structure on (Q, σ) is a pair of functions s : Q0 → {±1} and τ : Q1 →
{±1} such that s is σ-invariant and τατσ(α) = sisj for each arrow i

α−→ j.
Fix an involution and duality structure on Q. A self-dual representation of Q is a

representation (M,m) with a nondegenerate bilinear form 〈·, ·〉 having the following
properties:
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(i) Mi and Mj are orthogonal unless i = σ(j),
(ii) the restriction of 〈·, ·〉 to Mi +Mσ(i) satisfies 〈x, x′〉 = si〈x′, x〉, and

(iii) for each arrow i
α−→ j the structure maps of M satisfy

〈mαx, x
′〉 − τα〈x,mσ(α)x

′〉 = 0, x ∈Mi, x
′ ∈Mσ(j). (1)

The dimension vector of a self-dual representation lies in the submonoid Λσ,+Q ⊂
Λ+
Q of dimension vectors which are fixed by σ. Categorically, a choice of duality

structure induces an exact contravariant functor S : RepC(Q) → RepC(Q) and an

isomorphism of functors Θ : 1Rep(Q)
∼−→ S2 which satisfies S(ΘU )ΘS(U) = 1S(U),

thus giving RepC(Q) the structure of an abelian category with duality. In this
language, a self-dual representation is a pair consisting of a representation M and
an isomorphism M ' S(M) which is symmetric with respect to ΘM .

Let e ∈ Λσ,+Q . Throughout the paper we will assume that ei is even whenever i ∈
Qσ0 and si = −1. Up to isometry, the trivial representation Ce =

⊕
i∈Q0

Cei then
admits a unique self-dual structure. The affine variety of self-dual representations of
dimension vector e can be identified with the subspace of Re consisting of structure
maps which satisfy equation (1). Explicitly, fixing partitions Q0 = Q−0 tQσ0 tQ

+
0

and Q1 = Q−1 t Qσ1 t Q
+
1 such that Qσ0 consists of the nodes fixed by σ and

σ(Q−0 ) = Q+
0 , and similarly for Q1, we have

Rσe '
⊕

i
α−→j∈Q+

1

HomC(Cei ,Cej )⊕
⊕

i
α−→σ(i)∈Qσ1

Bilsiτα(Cei)

where Bil±1(Cei) denotes the vector space of symmetric (+) or skew-symmetric (−)
bilinear forms on Cei . The isometry group of Ce is

Gσe '
∏
i∈Q+

0

GLei(C)×
∏
i∈Qσ0

Gsiei

where

Gsiei =

{
Spei(C), if si = −1
Oei(C), if si = 1.

The stack of self-dual representations of dimension vector e is Mσ
e = [Rσe /G

σ
e ].

The categorical point of view makes it clear that for each representation U the
vector space Exti(S(U), U) is naturally a Z2-representation. By Exti(S(U), U)±S

we denote the subspace of symmetric or skew-symmetric elements. The analogue
of the Euler form in the self-dual setting is

E(U) = dimC Hom(S(U), U)−S − dimC Ext1(S(U), U)S .

This descends to a function E : ΛQ → Z given by

E(d) =
∑
i∈Qσ0

di(di − si)
2

+
∑
i∈Q+

0

dσ(i)di−

∑
σ(i)

α−→i∈Qσ1

di(di + ταsi)

2
−

∑
i
α−→j∈Q+

1

dσ(i)dj .

1.3. Moduli spaces of quiver representations. We recall the construction of
moduli spaces of quiver representations using geometric invariant theory (GIT)
[17]. Fix an element θ ∈ HomZ(ΛQ,Z), called a stability. A representation V
of Q is called semistable if µ(U) ≤ µ(V ) for all non-trivial subrepresentations

U ⊂ V and is called stable if this inequality is strict. Here µ(V ) = θ(dimV )
dimV ∈ Q

is the slope of V . There are GLd-invariant open (possibly empty) subvarieties
Rθ-std ⊂ Rθ-ssd ⊂ Rd of (semi)stable representations. The moduli scheme Mθ-ss

d of
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semistable representations is the GIT quotient Rd//θGLd, the stability θ determining
the linearization of the group action. The stack Mθ-st

e = [Rθ-std /GLd] is a C×-gerbe
over the smooth moduli scheme Mθ-st

d of stable representations, which is an open
subvariety of Mθ-ss

d .
Suppose that Q has an involution and duality structure. In this case we will

always assume that θ is σ-compatible, that is, σ∗θ = −θ. A self-dual represen-
tation M is called σ-semistable if µ(U) ≤ µ(M) for all isotropic subrepresenta-
tions U ⊂ M and is called σ-stable if this inequality is strict. The slope of a
self-dual representation is necessarily zero. The representation theoretic notion of
σ-(semi)stability agrees with the corresponding notion in GIT [27, Theorem 3.7].
Hence there are Gσe -invariant open subschemes Rσ,θ-ste ⊂ Rσ,θ-sse ⊂ Rσe . The stack
Mσ,θ-st

e = [Rσ,θ-ste /Gσe ] is a smooth Deligne-Mumford stack. The σ-stable moduli
scheme Mσ,θ-st

e is thus an open subscheme of Mσ,θ-ss
e = Rσe //θG

σ
e with at worst finite

quotient singularities. By convention we set Mσ,θ-ss
0 = Mσ,θ-st

0 = Spec(C).

2. Harder-Narasimhan stratifications

2.1. The σ-HN stratification. Let Q be an arbitrary quiver with stability θ.
Recall that each representation U has a unique Harder-Narasimhan (HN) filtration
[24, Proposition 2.5]. This is an increasing filtration 0 = U0 ⊂ U1 ⊂ · · · ⊂ Ur = U
with the property that the subquotients U1/U0, . . . , Ur/Ur−1 are semistable and
satisfy

µ(U1/U0) > µ(U2/U1) > · · · > µ(Ur/Ur−1).

Suppose now that Q has an involution and a duality structure and let M be
a self-dual representation. If U ⊂ M is an isotropic subrepresentation, then the
orthogonal U⊥ ⊂ M contains U as a subrepresentation and the quotient U⊥/U
inherits from M a canonical self-dual structure. Denote by M//U the self-dual
representation U⊥/U .

Proposition 2.1 ([27, §3.1]). Let θ be a σ-compatible stability.

(1) A representation U is semistable of slope µ if and only if S(U) is semistable
of slope −µ.

(2) A self-dual representation is σ-semistable if and only if it is semistable as
an ordinary representation.

(3) Each self-dual representation M has a unique σ-HN filtration, that is, an
isotropic filtration

0 = U0 ⊂ U1 ⊂ · · · ⊂ Ur ⊂M (2)

such that the subquotients U1/U0, . . . , Ur/Ur−1 are semistable and satisfy

µ(U1/U0) > µ(U2/U1) > · · · > µ(Ur/Ur−1) > 0

and, if non-zero, M//Ur is σ-semistable.

Using Proposition 2.1, it is straightforward to show that if the σ-HN filtration
of M is given by (2), then

0 = U0 ⊂ U1 ⊂ · · · ⊂ Ur ⊂ U⊥r ⊂ · · · ⊂ U⊥0 = M (3)

is the HN filtration of M (considered as an ordinary representation), after identi-
fying Ur and U⊥r if M//Ur is zero. Observe that the subquotients of the extended
filtration (3) satisfy the symmetry conditions

S(Ui/Ui−1) ' U⊥i−1/U
⊥
i , i = 1, . . . , r. (4)

Definition. Let r ≥ 0. A tuple (d•, e∞) ∈ (Λ+
Q)r × Λσ,+Q is called a σ-HN type if

the following conditions hold:
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(1) each d1, . . . , dr is non-zero,
(2) µ(d1) > · · · > µ(dr) > 0, and

(3) each of Rθ-ssd1 , . . . , Rθ-ssdr and Rσ,θ-sse∞ is non-empty.

The weight of (d•, e∞) is defined to be
∑r
j=1(dj + σ(dj)) + e∞.

Note that e∞ is allowed to be zero in the above definition. We will write HNσ(e)

for the set of σ-HN types of weight e ∈ Λσ,+Q . For (d•, e∞) ∈ HNσ(e) denote by

Rσ,HNd•,e∞ ⊂ Rσe the subset of self-dual representations whose σ-HN filtration is of type

(d•, e∞). Similarly, let R
σ,(d•,e∞)
e ⊂ Rσe be the subset of self-dual representations

which have an isotropic filtration of type (d•, e∞). In the latter case we do not
require that the subquotients of this filtration be σ-semistable. Analogous subsets
RHNd• , Rd

•

d ⊂ Rd are defined for an ordinary HN type d• ∈ HN(d); see [24].
We need variations of two results of Reineke.

Proposition 2.2 (cf. [24, Proposition 3.4]). For each e ∈ Λσ,+Q , the collection

{Rσ,HNd•,e∞}(d•,e∞)∈HNσ(e) defines a stratification of Rσe by locally closed Gσe -invariant
smooth subschemes.

Proof. The argument is nearly the same as [24]; we give it here for completeness.
Let (d•, e∞) ∈ HNσ(e) and let Ce be the trivial self-dual representation of dimension
vector e. Let

0 = E0 ⊂ E1 ⊂ · · · ⊂ Er ⊂ Ce

be a Q0-graded isotropic filtration whose subquotients have dimension vector type
(d•, e∞). Let Rσd•,e∞ ⊂ Rσe be the closed subscheme of self-dual representations
which preserve E• ⊂ Ce. The natural map

πσ : Rσd•,e∞ → Rd1 × · · · ×Rdr ×Rσe∞

is a trivial vector bundle. The preimage

Rσ,θ-ssd•,e∞ = (πσ)−1(Rθ-ssd1 × · · · ×Rθ-ssdr ×R
σ,θ-ss
e∞ )

is open in Rσd•,e∞ . Let Gσd•,e∞ ⊂ Gσe be the parabolic subgroup which stabilizes

E• ⊂ Ce. Both Rσd•,e∞ and Rσ,θ-ssd•,e∞ are Gσd•,e∞-invariant subschemes of Rσe . Since

the quotient Gσe /G
σ
d•,e∞ is projective, the action map

mσ : Gσe ×Gσ
d•,e∞

Rσd•,e∞ → Rσe

is proper. It follows that the image of mσ, which equals R
σ,(d•,e∞)
e , is a closed

subscheme of Rσe . The uniqueness of σ-HN filtrations implies that the restriction

of mσ to Gσe ×Gσ
d•,e∞

Rσ,θ-ssd•,e∞ defines an isomorphism

Gσe ×Gσ
d•,e∞

Rσ,θ-ssd•,e∞
∼−→ Rσ,HNd•,e∞ . (5)

In particular, Rσ,HNd•,e∞ is a smooth open subscheme of R
σ,(d•,e∞)
e . �

Unlike the case of ordinary quiver representations, the σ-HN strata Rσ,HNd•,e∞ need

not be connected. This is in turn because the isotropic flag variety Gσe /G
σ
d•,e∞ need

not be irreducible. More precisely, Gσe /G
σ
d•,e∞ fails to be connected if and only if one

of its factors is a flag variety for an orthogonal group O2n(C) which parameterizes
isotropic flags whose largest subspace is Lagrangian; such a flag variety has two
irreducible components. The following example illustrates this behaviour.

Example. Let Q be the quiver with its unique involution. Fix the duality
structure s = 1 and τ = −1 and the stability θ = (1, 0,−1). Let e = (1, 2, 1) and
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consider the σ-HN type ((1, 1, 0), 0) ∈ HNσ(e). The the σ-HN stratum Rσ,HN(1,1,0),0

consists of self-dual representations of the form

C
(λ0 )
−−−→ C2 ( 0 −λ )−−−−−→ C or C

( 0
λ )
−−−→ C2 (−λ 0 )−−−−−→ C

for some λ ∈ C×. The vector space C2 attached to the middle node has ordered
basis {e, f} with symmetric bilinear form determined by

〈e, e〉 = 0, 〈e, f〉 = 1, 〈f, f〉 = 0.

It follows that Rσ,HN(1,1,0),0 is a torsor for O2(C) and thus has two irreducible compo-
nents. /

For each d• ∈ (Λ+
Q)r let P(d•) be the polygon in Z≥0 × Z with vertices

(dim

k∑
i=1

di, θ(

k∑
i=1

di)), k = 0, . . . , r.

Following [24], define a partial order on tuples of Λ+
Q by d• ≤ d′• if P(d•) lies on or

below P(d′•). Note that the polygon associated to a HN type is convex. Similarly,

for a σ-HN type (d1, . . . , dr, e∞) ∈ (Λ+
Q)r × Λσ,+Q we define P(d•, e∞) to be the

polygon attached to the HN type (d1, . . . , dr, e∞, σ(dr), . . . , σ(d1)). The polygon
attached to a σ-HN type has a vertical reflection symmetry and lies in the subset
Z≥0 × Z≥0.

Proposition 2.3 (cf. [24, Proposition 3.7]). Let e ∈ Λσ,+Q . For each (d•, e∞) ∈
HNσ(e) the inclusion

Rσ,HNd•,e∞ ⊂
⋃

(d′•,e′∞)∈HNσ(e)
(d•,e∞)≤(d′•,e′∞)

Rσ,HNd′•,e′∞

holds.

Proof. It is shown in the proof of [24, Proposition 3.7] that if X is a representation
with HN type c• and U ⊂ X is a subrepresentation, then the point (dimU, θ(U))
lies on or below P(c•). In particular, this applies if X is self-dual and U is isotropic.
We conclude that

Rσ,(d
•,e∞)

e ⊂
⋃

(d′•,e′∞)∈HNσ(e)
(d•,e∞)≤(d′•,e′∞)

Rσ,HNd′•,e′∞ .

But Rσ,HNd•,e∞ = R
σ,(d•,e∞)
e , as follows from the proof of Proposition 2.2. �

2.2. Equivariant perfection of the σ-HN stratification. We show that the
σ-HN filtration of Rσe associated to a σ-compatible stability θ is Gσe -equivariantly
perfect in the sense of [1], [18, §2]. See [15, §4], [3, §4] for analogous results in the
setting of ordinary quiver representations.

Let X be a smooth connected complex algebraic variety with an action of a
reductive algebraic group G. Suppose that {Si}Ni=0 is a disjoint collection of locally

closed G-invariant smooth subschemes of X such that
⊔N
i=0 Si = X and

Si ⊂
⋃
i≤j

Sj

for each i = 0, . . . , N . Assume that each connected component of Si has complex
codimension δi in X and write νi → Si for the normal bundle of Si ⊂ X. For
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each i there is an associated long exact sequence of mixed Hodge structures, the
equivariant Thom-Gysin sequence:

· · · → Hk−2δi
G (Si)(−δi)→ Hk

G(
⋃
i≤j

Sj)→ Hk
G(
⋃
i<j

Sj)→ Hk−2δi+1
G (Si)(−δi)→ · · · .

(6)
Here (−δi) = − ⊗ Q(−1)⊗δi with Q(−1) the Tate Hodge structure of weight 2.
It is shown in [1] that if each of the equivariant Euler classes euG(νi) ∈ H•G(Si),
i = 0, . . . , N , is a not a zero divisor, then the long exact sequence (6) breaks into
short exact sequences

0→ Hk−2δi
G (Si)(−δi)→ Hk

G(
⋃
i≤j

Sj)→ Hk
G(
⋃
i<j

Sj)→ 0. (7)

In this situation the stratification {Si}Ni=0 is called G-equivariantly perfect.

Lemma 2.4. Suppose that {Si}Ni=0 is a G-equivariantly perfect stratification of X.

If H2k+1
G (X) = 0 and H2k

G (X) is pure of Hodge-Tate type for all k ∈ Z, then the
same is true for H•G(Si), i = 0, . . . , N .

Proof. This follows by induction on i using the short exact sequence (7). �

Proposition 2.5. Let e ∈ Λσ,+Q and (d•, e∞) ∈ HNσ(e). Then H2k+1
Gσe

(Rσ,HNd•,e∞) = 0

and H2k
Gσe

(Rσ,HNd•,e∞) is pure of Hodge-Tate type for all k ∈ Z.

Proof. We will apply Lemma 2.4 with X = Rσe , G = Gσe and the stratification

{Rσ,HNd•,e∞}(d•,e∞)∈HNσ(e) of Proposition 2.2 ordered as in Proposition 2.3. Note that

H•Gσe (Rσe ) ' H•Gσe vanishes in odd degree and is of Hodge-Tate type in degree 2k.

Let νd•,e∞ → Rσ,HNd•,e∞ be the normal bundle of Rσ,HNd•,e∞ ⊂ Rσe . We need to prove that

euGσe (νd•,e∞) ∈ H•Gσe (Rσ,HNd•,e∞) is not a zero divisor. The isomorphism (5) induces

isomorphisms

H•Gσe (Rσ,HNd•,e∞) ' H•Gσ
d•,e∞

(Rσ,θ-ssd•,e∞)

' H•GLd1×···×GLdr×Gσe∞
(Rθ-ssd1 × · · · ×Rθ-ssdr ×R

σ,θ-ss
e∞ ).

Denote by ν̃d•,e∞ the restriction of νd•,e∞ to Rθ-ssd1 × · · · × Rθ-ssdr × R
σ,θ-ss
e∞ . Then

euGσe (νd•,e∞) is mapped to euGLd1×···×GLdr×Gσe∞ (ν̃d•,e∞) under the above isomor-

phisms. Fix Vj ∈ Rθ-ssdj , j = 1, . . . , r, and N ∈ Rσ,θ-sse∞ and consider the orthogonal
direct sum self-dual representation

M =

r⊕
j=1

H(Vj)⊕N ∈ Rσe .

Here H(V ) = V ⊕ S(V ) is the hyperbolic self-dual representation on V . The fibre
of ν̃d•,e∞ over M is naturally identified with the subspace of⊕

1≤i<j≤r

Ext1(Vi, Vj)⊕
r⊕
i=1

Ext1(Vi, N)⊕
⊕

1≤i≤j≤r

Ext1(Vi, S(Vj))

consisting of elements whose component from ⊕1≤i≤j≤rExt1(Vi, S(Vj)) is fixed by
S. Note that we have used the isomorphisms (4).

Let T ' (C×)r be the diagonal torus

T ⊂
r∏
j=1

GLdj ⊂
r∏
j=1

GLdj × Gσe∞ .
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Then T acts trivially on Rθ-ssd1 × · · · × Rθ-ssdr × R
σ,θ-ss
e∞ and acts on ν̃d•,e∞|M with

weights

(1) tj − ti on the summand Ext1(Vi, Vj),

(2) −ti on the summand Ext1(Vi, N), and
(3) −tj − ti on the summand Ext1(Vi, S(Vj)).

We can therefore apply the Atiyah-Bott lemma [1, Proposition 13.4] to conclude
that euGσe (νd•,e∞) is not a zero divisor. �

Here is one application of Proposition 2.5. Let Fq be a finite field of odd order
q. In [27, Theorem 4.4] the stacky number of Fq-rational points #Mσ,θ-ss

e (Fq)
was explicitly computed, the result being a rational function of q. By a similar
computation, one can prove that the motive [Mσ,θ-ss

e ] ∈ K0(StC) is given by the
same rational function, with q replaced by the Lefschetz motive L = [A1

C]. The new
ingredient in the motivic setting is the computation of the motive of the classifying
stack [BGσe ], a non-trivial task since Gσe may contain factors of the orthogonal
groups On and so need not be a special algebraic group in the sense of Serre. In [8]
it was proved that [BOn]|L 7→q = #BOn(Fq). It follows from Proposition 2.5 that

the specialization L 7→ t2 of the expression for [Mσ,θ-ss
e ], and hence the formula

from [27, Theorem 4.4], gives the Poincaré series of H•(Mσ,θ-ss
e ).

3. Chow theoretic Hall algebras and modules

3.1. Basic definitions. We recall the cohomological Hall algebra of Kontsevich
and Soibelman along with some of its modifications.

Let Q be a quiver. Let VectZ be the category of finite dimensional Z-graded
rational vector spaces. Write Dlb(VectZ) ⊂ D(VectZ) for the full subcategory of
objects whose cohomological and Z degrees are bounded below. Let Dlb(VectZ)Λ+

Q

be the category whose objects are Λ+
Q-graded objects of Dlb(VectZ) with finite

dimensional Λ+
Q × Z-homogeneous summands and whose morphisms preserve the

Λ+
Q × Z-grading. Denote by { 1

2} the functor which is tensor product with the one
dimensional vector space of cohomological and Z degree −1. Define a monoidal
product �tw on Dlb(VectZ)Λ+

Q
by⊕

d∈Λ+
Q

U ′d �tw
⊕
d∈Λ+

Q

U ′′d =
⊕
d∈Λ+

Q

( ⊕
(d′,d′′)∈Λ+

Q×Λ+
Q

d=d′+d′′

U ′d′ ⊗ U ′′d′′{(χ(d′, d′′)− χ(d′′, d′))/2}
)
.

Fix a stability θ. For each slope µ ∈ Q let

Hθ-ssQ,µ =
⊕

d∈Λ+
Q,µ

H•GLd(Rθ-ssd ){χ(d, d)/2} ∈ Dlb(VectZ)Λ+
Q,µ
.

Here Λ+
Q,µ = {d ∈ Λ+

Q | µ(d) = µ} ∪ {0} and we use singular equivariant coho-

mology with rational coefficients. The Z-grading of Hθ-ssQ,µ is the cohomological,

or equivalently Hodge theoretic weight, grading. We interpret H•GLd(Rθ-ssd ) as the

cohomology of the stack Mθ-ss
d = [Rθ-ssd /GLd]. For each d, d′ ∈ Λ+

Q,µ there is a
correspondence

Mθ-ss
d ×Mθ-ss

d′
π1×π3←−−−− Mθ-ss

d,d′
π2−→ Mθ-ss

d+d′

(U, V/U) ← [ U ⊂ V 7→ V

with Mθ-ss
d,d′ = [Rθ-ssd,d′ /GLd,d′ ] the stack of flags of representations of dimension vector

type (d, d′). The map π1 × π3 is a homotopy equivalence while π2 is proper. The
composition π2! ◦(π1×π3)∗ defines a product on Hθ-ssQ,µ making it into an associative
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algebra object in Dlb(VectZ)Λ+
Q

, called the slope µ semistable cohomological Hall

algebra (CoHA) [19].
Suppose now that Q has a duality structure and that θ is a σ-compatible stability.

With this additional data, the category Dlb(VectZ)Λσ,+Q
becomes a left module over

(Dlb(VectZ)Λ+
Q
,�tw) via the formula⊕

d∈Λ+
Q

Ud �S-tw
⊕

e∈Λσ,+Q

Ve =
⊕

e∈Λσ,+Q

( ⊕
(d′,e′)∈Λ+

Q×Λσ,+Q
e=H(d′)+e′

Ud′ ⊗ Ve′{γ(d′, e′)/2}
)

where

γ(d, e) = χ(d, e)− χ(e, d) + E(σ(d))− E(d).

Define

Mθ-ss
Q =

⊕
e∈Λσ,+Q

H•Gσe (Rσ,θ-sse ){E(e)/2} ∈ Dlb(VectZ)Λσ,+Q
.

If d ∈ Λ+
Q,µ=0 and e ∈ Λσ,+Q , then there is a modified correspondence of stacks

Mθ-ss
d ×Mσ,θ-ss

e

π1×πσ3←−−−− Mσ,θ-ss
d,e

πσ2−−→ Mσ,θ-ss
d+σ(d)+e

(U,M//U) ← [ U ⊂M 7→ M

where Mσ,θ-ss
e = [Rσ,θ-sse /Gσe ] and Mσ,θ-ss

d,e = [Rσ,θ-ssd,e /Gσd,e]. As above, π1 × πσ3
is a homotopy equivalence and πσ2 is proper. The composition πσ2! ◦ (π1 × πσ3 )∗

gives Mθ-ss
Q the structure of left Hθ-ssQ,µ=0-module object in Dlb(VectZ)Λσ,+Q

, called

the semistable cohomological Hall module (CoHM). See [28] for details. We denote
by ? the action of Hθ-ssQ,µ=0 on Mθ-ss

Q .

Let W(Q) be the abelian group Z2Q
σ
0 . We have an exact sequence of groups

ΛQ
H−→ ΛσQ

ν−→W(Q)→ 0

with H(d) = d+σ(d) and ν sending a dimension vector to its parities at Qσ0 . There
is a Hθ-ssQ,µ=0-module decomposition Mθ-ss

Q =
⊕

w∈W(Q)Mθ-ss
Q (w) with

Mθ-ss
Q (w) =

⊕
e∈Λσ,+Q
ν(e)=w

H•Gσe (Rσ,θ-sse ){E(e)/2}.

Note that Mθ-ss
Q (w) is trivial unless si = 1 whenever wi = 1.

In the case of trivial stability, θ = 0, both HQ and MQ have explicit combina-
torial descriptions in terms of shuffle algebras and signed shuffle modules. See [19,
Theorem 2] and [28, Theorem 3.3], respectively.

There are also Chow theoretic versions of Hθ-ssQ,µ andMθ-ss
Q , called the Chow Hall

algebra (ChowHA) and module (ChowHM) and denoted by Aθ-ssQ,µ and Bθ-ssQ , respec-

tively. The former was introduced and studied in [12], [13], [14]. The definitions of
Aθ-ssQ,µ and Bθ-ssQ are entirely similar to those of their cohomological counterparts but
with rational equivariant Chow groups used in place of rational equivariant coho-
mology groups. For background on equivariant Chow theory the reader is referred
to [10], [2]. For example, the slope µ semistable ChowHA is

Aθ-ssQ,µ =
⊕

d∈Λ+
Q,µ

A•GLd(Rθ-ssd )Q{χ(d, d)/2} ∈ Dlb(VectZ)Λ+
Q,µ
.

The Z-grading ofAθ-ssQ,µ is defined by putting the equivariant Chow groupAkGLd(Rθ-ssd )

in degree 2k. The semistable ChowHM is defined analogously. Like Mθ-ss
Q , the

Aθ-ssQ,µ -module Bθ-ssQ admits a decomposition labelled by W(Q).



ORIENTIFOLD DT INVARIANTS 11

3.2. Comparison of the ChowHM and CoHM. Given a linear algebraic group
G, we write A•G for A•G(SpecC)Q and similarly for H•G. For each r ≥ 1 there
is a graded ring isomorphism A•GLr ' Q[x1, . . . , xr] with xi of degree i and the
equivariant cycle map A•GLr → H•GLr is a degree doubling ring isomorphism. In
particular, H•GLr is concentrated in even degree. Similarly, for G an orthogonal or
symplectic group of rank r ≥ 1 we have a ring isomorphism A•G ' Q[p1, . . . , pr] with
pi of degree 2i and the equivariant cycle map A•G → H•G is again an isomorphism.
Note that with integer coefficients the above statements are only valid for general
linear and symplectic groups. Even with rational coefficients the statements are
not true for the special orthogonal groups SO2r. See [4], [9], [23], [26] for proofs of
these statements.

In [14, Corollary 5.6] it is shown that for any stability θ and slope µ the equi-
variant cycle map clalg : Aθ-ssQ,µ → Hθ-ssQ,µ is an isomorphism of algebra objects in

Dlb(VectZ)Λ+
Q,µ

. We show that this isomorphism lifts to Hall modules.

Theorem 3.1. Let θ be a σ-compatible stability. The equivariant cycle map clmod :
Bθ-ssQ →Mθ-ss

Q is an isomorphism in Dlb(VectZ)Λσ,+Q
. Moreover, the diagram

Aθ-ssQ,µ=0 �
S-tw Bθ-ssQ Bθ-ssQ

Hθ-ssQ,µ=0 �
S-tw Hθ-ssQ Mθ-ss

Q

?

clalg �S-tw clmod

?

clmod

commutes.

Proof. It suffices to prove the theorem when Bθ-ssQ and Mθ-ss
Q are replaced with

Bθ-ssQ (w) and Mθ-ss
Q (w), respectively, for an arbitrary class w ∈W(Q).

Proposition 2.5 shows that H2k+1
Gσe

(Rσ,θ-sse ) for all k ≥ 0, so we need only prove

that

clemod : AkGσe (Rσ,θ-sse )→ H2k
Gσe

(Rσ,θ-sse )

is a vector space isomorphism for each k ≥ 0. Define a partial order on Λσ,+Q
by e′ ≤ e if e′i ≤ ei for all i ∈ Q0. We proceed by induction on e ∈ Λσ,+Q with

fixed class w ∈ W(Q). Let e be the minimal such dimension vector. Explicitly,
e is zero except at those nodes i ∈ Qσ0 with si = 1, in which case ei is zero if
wi = 0 and is one if wi = 1. A self-dual representation of dimension vector e has
no isotropic subrepresentations. Hence Rσ,θ-sse = Rσe and the cycle map reduces to
clemod : AkGσe → H2k

Gσe
, which is an isomorphism by the discussion above the theorem.

Assume that cle
′

mod is an isomorphism for all e′ < e of class w. Let Rσ,θ-unste =
Rσe − Rσ,θ-sse be the closed subscheme of unstable self-dual representations of di-
mension vector e. Using Proposition 2.3 we obtain a stratification of Rσ,θ-unste

by Gσe -invariant closed subschemes whose successive complements are of the form

Rσ,HNd•,e∞ for some (d•, e∞) ∈ HNσ(e) different from (e). Since Rσ,θ-sse is smooth,
there are isomorphisms

A
Gσe
• (Rσ,θ-sse ) ' AdimRσe−•

Gσe
(Rσ,θ-sse ), H

BM,Gσe
• (Rσ,θ-sse ) ' H2 dimRσe−•

Gσe
(Rσ,θ-sse ),

where HBM
• (−) denotes Borel-Moore homology with rational coefficients. Using the

equivariant lift of [14, Lemma 5.3], to prove that clemod is an isomorphism it therefore

suffices to prove that each of the cycle maps A•Gσe (Rσ,HNd•,e∞)Q → H•Gσe (Rσ,HNd•,e∞) is an
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isomorphism. Arguing as in the proof of Proposition 2.5, we have an isomorphism

A•Gσe (Rσ,HNd•,e∞) ' A•GLd1×···×GLdr×Gσe∞ (Rθ-ssd1 × · · · ×Rθ-ssdr ×R
σ,θ-ss
e∞ ).

Since e∞ < e, the inductive hypothesis implies that cle
∞

mod is an isomorphism while

cldalg is an isomorphism for all d ∈ Λ+
Q by [14, Theorem 5.1]. As Rσ,θ-sse∞ has no odd

Gσe∞-equivariant cohomology, we can apply the equivariant version of [26, Lemmas
6.1, 6.2] (with rational coefficients) to conclude that the exterior product map

A•GLd1 (Rθ-ssd1 )Q ⊗ · · · ⊗A•GLdr (Rθ-ssdr )Q ⊗A•Gσ
e∞

(Rσ,θ-sse∞ )Q →

A•GLd1×···×GLdr×Gσe∞
(Rθ-ssd1 × · · · ×Rθ-ssdr ×R

σ,θ-ss
e∞ )Q

is an isomorphism. Similarly, the corresponding Künneth map in equivariant coho-
mology is an isomorphism. Compatibility of the cycle map with exterior products
then implies that clemod is an isomorphism.

That clmod respects gradings is clear. That clmod respects the Hall algebra
actions follows from the fact that cycle maps are covariant for proper morphisms
and contravariant for morphisms of smooth varieties. �

Remark. Unlike clalg : Aθ-ssQ,µ → Hθ-ssQ,µ , the map clmod : Bθ-ssQ → Mθ-ss
Q is neither

injective nor surjective if integer coefficients are used. However, the diagram from
Theorem 3.1 remains commutative over the integers.

Corollary 3.2. Let Q be a quiver with duality structure and σ-compatible stability
θ. For each e ∈ Λσ,+Q the cycle map cl : A•(Mσ,θ-st

e )Q → H•(Mσ,θ-st
e ) surjects onto

the pure part

PH•(Mσ,θ-st
e ) =

⊕
k≥0

WkH
k(Mσ,θ-st

e ).

In particular, PH•(Mσ,θ-st
e ) consists entirely of Hodge classes, that is,

W2kH
2k(Mσ,θ-st

e ) = W2kH
2k(Mσ,θ-st

e ) ∩ F kH2k(Mσ,θ-st
e ;C)

and W2k+1H
2k+1(Mσ,θ-st

e ) = 0 for all k ≥ 0.

Proof. The proof of [5, Theorem 1.1] can be modified to show that the restric-
tion H•Gσe (Rσ,θ-sse ) → H•Gσe (Rσ,θ-ste ) factors through a surjection H•Gσe (Rσ,θ-sse ) �

PH•Gσe (Rσ,θ-ste ). This is proved in [28, Proposition 3.9] under the assumption that

Q is σ-symmetric and θ = 0, but the same argument works in general. The only
new ingredient is that H•Gσe (Rσ,θ-sse ) vanishes in odd degree and is of Hodge-Tate

type otherwise, which was proved in Proposition 2.5. For each k ≥ 0 we therefore
obtain an exact commutative diagram

AkGσe (Rσ,θ-sse )Q AkGσe (Rσ,θ-ste )Q

H2k
Gσe

(Rσ,θ-sse ) PH2k
Gσe

(Rσ,θ-ste )

cl cl

By Theorem 3.1 the left-hand vertical map is an isomorphism. The surjectivity
of the right-hand vertical map follows. To complete the proof, note that by [10,
Theorem 4] we have

A•Gσe (Rσ,θ-ste )Q ' A•(Mσ,θ-st
e )Q ' A•(Mσ,θ-st

e )Q

and similarly for cohomology groups with their mixed Hodge structures. �
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Remark. The analogue of Corollary 3.2 also holds for ordinary quiver moduli, with
the same proof. If, in addition, we assume that Q is the double of a quiver, then
for all stabilities θ the cycle map A•(Mθ-st

d )Q → H•(Mθ-st
d ) is an isomorphism onto

PH•(Mθ-st
d ) . Indeed, in the case of trivial stability it is proved in [5, Theorem

2.2] that the restriction map H•GLd(Rssd ) → H•GLd(Rstd ) induces an isomorphism

V prim
Q,d

∼−→ PH•(Mst
d ){χ(d, d)/2}, where V prim

Q,d denotes the cohomological Donaldson-

Thomas invariant of Q [11]. On the other hand, it is proved in [14, §9] that the

cycle map defines an isomorphism A•(Mst
d )Q{χ(d, d)/2} ∼−→ V prim

Q,d , where Ak(Mst
d )Q

is given Z-degree 2k. For a general stability, the open embedding Mst
d ↪→ Mθ-st

d

induces a commutative diagram

Ak(Mθ-st
d )Q Ak(Mst

d )Q

PH2k(Mθ-st
d ) PH2k(Mst

d )

cl cl

whose top horizontal map is an isomorphism by [14, Theorem 9.2] and whose right
vertical map is an isomorphism by the discussion above. This implies that the left
vertical map is injective. But by the ordinary version of Corollary 3.2 this map is
also surjective. Hence all maps in the above diagram are isomorphisms.

3.3. Restriction to σ-stable representations. In this section we relate Bθ-ssQ to
the rational Chow groups of moduli spaces of σ-stable self-dual representations.

Define

Bθ-stQ =
⊕

e∈Λσ,+Q

A•Gσe (Rσ,θ-ste )Q{E(e)/2} ∈ Dlb(VectZ)Λσ,+Q
.

The open inclusions Rσ,θ-ste ↪→ Rσ,θ-sse induce a surjection Bθ-ssQ � Bθ-stQ .

Proposition 3.3. For each e ∈ Λσ,+Q the kernel of the restriction Bθ-ssQ,e � Bθ-stQ,e is
equal to ∑

(d′,e′)∈Λ+
Q,µ=0×Λσ,+Q

H(d′)+e′=e, d′ 6=0

Aθ-ssQ,d′ ? Bθ-ssQ,e′ .

Proof. By definition, the locus Rσ,θ-sse − Rσ,θ-ste of properly semistable self-dual
representations is the union ⋃

(d′,e′)∈Λ+
Q,µ=0×Λσ,+Q

H(d′)+e′=e, d′ 6=0

Rσ,(d
′,e′),θ-ss

e

of the subsets R
σ,(d′,e′),θ-ss
e of semistable self-dual representations of dimension vec-

tor e which possess an isotropic subrepresentation of dimension vector d′. From the

proof of Proposition 2.2 we know that R
σ,(d′,e′),θ-ss
e is the Gσe -saturation of Rσ,θ-ssd′,e′

and that Rσ,θ-ssd′,e′ is a closed subset of Rσ,θ-sse . We can therefore apply [14, Lemma

8.2] to conclude that⊕
(d′,e′)∈Λ+

Q,µ=0×Λσ,+Q
H(d′)+e′=e, d′ 6=0

A
Gσe
k (Gσe ×Gσ

d′,e′
Rσ,θ-ssd′,e′ )Q → A

Gσe
k (Rσ,θ-sse )Q → A

Gσe
k (Rσ,θ-ste )Q → 0

(8)
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is an exact sequence. The affine bundles

Gσe ×GLd′×Gσe′ (Rθ-ssd′ ×R
σ,θ-ss
e′ )← Gσe ×GLd′×Gσe′ R

σ,θ-ss
d′,e′ → Gσe ×Gσ

d′,e′
Rσ,θ-ssd′,e′

give rise to isomorphisms

A
Gσe
k (Gσe ×Gσ

d′,e′
Rσ,θ-ssd′,e′ ) ' A2 dimRσe−k+χ(d′,e′)+E(σ(d′))

Gσ
d′,e′

(Rσ,θ-ssd′,e′ )

' A2 dimRσe−k+χ(d′,e′)+E(σ(d′))
GLd′×Gσe′

(Rθ-ssd′ ×R
σ,θ-ss
e′ ).

It was shown in the proof of Theorem 3.1 that the exterior product map

A•GLd′ (R
θ-ss
d′ )Q ⊗A•Gσ

e′
(Rσ,θ-sse′ )Q → A•GLd′×Gσe′

(Rθ-ssd′ ×R
σ,θ-ss
e′ )Q

is an isomorphism. Combining these isomorphisms and taking into account the
grading shifts, the leftmost map of the exact sequence (8) identifies with the action
map ⊕

(d′,e′)∈Λ+
Q,µ=0×Λσ,+Q

H(d′)+e′=e, d′ 6=0

Aθ-ssQ,d′ �
S-tw Bθ-ssQ,e′ → Bθ-ssQ,e .

This completes the proof. �

3.4. Chow theoretic wall-crossing formulas. In [27] a motivic orientifold wall-
crossing formula was proved using finite field Hall algebras and their representa-
tions. In this section we lift this formula to Chow theoretic and cohomological Hall
modules.

By applying [14, Corollary 5.4] to the σ-HN stratification of Rσe we obtain an
isomorphism

A•Gσe (Rσe ) '
⊕

(d•,e∞)∈HNσ(e)

A
•−codimRσe

(Rσ,HN
d•,e∞ )

Gσe
(Rσ,HNd•,e∞). (9)

Using the isomorphism (5) we see that

codimRσe
(Rσ,HNd•,e∞) = codimRσe

(Rσd•,e∞)− dimGσe + dimGd•,e∞ .

By displaying Rσd•,e∞ in terms of matrices, analogous to the description of Rσd,e
given in [28, §3.1], we compute

codimRσe
(Rσ,HNd•,e∞) = −

∑
1≤k<l≤r

χ(dk, dl)− χ(d, e∞)− E(σ(d)) (10)

where d = d1 + · · ·+ dr.
In particular, by considering the open stratum Rσ,θ-sse ⊂ Rσe we obtain from (9) a

vector space splitting of the surjection BQ � Bθ-ssQ . We use this splitting to regard

Bθ-ssQ as a subobject of BQ. In the same way, we can consider Aθ-ssQ as a subobject
of AQ.

Theorem 3.4. Let θ be a σ-compatible stability. Then the slope ordered ChowHA
action map

←−
�tw
µ∈Q>0

Aθ-ssQ,µ �S-tw Bθ-ssQ
?−→ BQ

is an isomorphism in Dlb(VectZ)Λσ,+Q
. The analogous statement for MQ also holds.

Proof. As in the proof of Theorem 3.1, we identify A•Gσe (Rσ,HNd•,e∞)Q with the tensor

product A•GLd1
(Rθ-ssd1 )Q ⊗ · · · ⊗ A•GLdr (Rθ-ssdr )Q ⊗ A•Gσ

e∞
(Rσ,θ-sse∞ )Q and consider the

sections of the surjections( r⊗
k=1

A•GL
dk

(Rdk)Q

)
⊗A•Gσ

e∞
(Rσe∞)Q �

( r⊗
k=1

A•GL
dk

(Rθ-ssdk )Q

)
⊗A•Gσ

e∞
(Rσ,θ-sse∞ )Q
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coming from the σ-HN stratification. This leads to a commutative diagram

( r⊗
k=1

A•GL
dk

(Rθ-ssdk )Q

)
⊗A•Gσ

e∞
(Rσ,θ-sse∞ )Q A•Gσe (Rσ,HNd•,e∞)Q

( r⊗
k=1

A•GL
dk

(Rdk)Q

)
⊗A•Gσ

e∞
(Rσe∞)Q A

•−codimRσe
(Rσ,HN
d•,e∞ )

Gσe
(Rσd•,e∞)Q

∼=

?

The vertical maps are the sections arising from the σ-HN stratifications. Com-
paring equation (10) with the twists appearing in the monoidal products �tw

and �S-tw, we conclude that the ChowHA-action induces the desired isomorphism
←−
�tw
µ∈Q>0

Aθ-ssQ,µ �S-tw Bθ-ssQ
?−→ BQ. By Theorem 3.1 the cohomological statement

follows from the Chow theoretic statement. �

Special cases of Theorem 3.4, for Q a finite type quiver or the cyclic affine A1

quiver, were proved in [28, Theorems 4.9 and 5.8] by a direct study of MQ.

4. Applications to orientifold Donaldson-Thomas theory

4.1. Orientifold DT invariants are Chow groups. Recall that a quiver Q is
called symmetric if its Euler form χ is a symmetric bilinear form. If Q is symmetric,
then �tw reduces to the untwisted monoidal product and Aθ-ssQ,µ becomes a Λ+

Q×Z-
graded algebra. Moreover, up to a twist of the multiplication by a sign, the algebra
Aθ-ssQ,µ is supercommutative [19, §2.6].

Similarly, for a fixed duality structure, a quiver is called σ-symmetric if it is
symmetric and σ∗E = E . In this case �S-tw reduces to the untwisted monoidal
module structure and Bθ-ssQ is a Λσ,+Q × Z-graded Aθ-ssQ,µ=0-module. If Aθ-ssQ,µ=0 is

supercommutative without any twist, then Bθ-ssQ is a super Aθ-ssQ,µ=0-module. In

general it is unknown if the supercommutative twist of Aθ-ssQ,µ=0 can be lifted to

Bθ-ssQ . In any case, we will not use the supercommutative twist in this paper.

Let Hθ-ssQ,µ=0,+ be the augmentation ideal of Hθ-ssQ,µ=0. In [28] the cohomological
orientifold Donaldson-Thomas invariant of a σ-symmetric quiver was defined to be
the Λσ,+Q × Z-graded vector space

W prim,θ
Q =Mθ-ss

Q /Hθ-ssQ,µ=0,+ ?Mθ-ss
Q .

Denote by W prim,θ
Q,(e,l) the degree (e, l) ∈ Λσ,+Q × Z summand of W prim

Q .

Theorem 4.1. Let Q be a σ-symmetric quiver with σ-compatible stability θ. Then

W prim,θ
Q,(e,l) '

{
A− 1

2 (l+E(e))(M
σ,θ-st
e )Q if l + E(e) ≡ 0 mod 2,

0 if l + E(e) ≡ 1 mod 2.

In particular, if W prim,θ
Q,(e,l) is non-trivial, then E(e) ≤ l ≤ −E(e).

Proof. By Theorem 3.1 the equivariant cycle map induces an isomorphism

Bθ-ssQ /Aθ-ssQ,µ=0,+ ? Bθ-ssQ
∼−→Mθ-ss

Q /Hθ-ssQ,µ=0,+ ?Mθ-ss
Q

in Dlb(VectZ)Λσ,+Q
. Proposition 3.3 implies that

Bθ-stQ ' Bθ-ssQ /Aθ-ssQ,µ=0,+ ? Bθ-ssQ . (11)
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It follows that we have an induced isomorphism Bθ-stQ
∼−→ W prim,θ

Q . By definition,

the degree (e, l) ∈ Λσ,+Q × Z component Bθ-stQ,(e,l) of Bθ-stQ is trivial unless l − E(e) is

even, in which case we have

Bθ-stQ,(e,l) = A
1
2 (l−E(e))

Gσe
(Rσ,θ-ste )Q

' A
1
2 (l−E(e))(Mσ,θ-st

e )Q

' A
1
2 (l−E(e))(Mσ,θ-st

e )Q

' A− 1
2 (l+E(e))(M

σ,θ-st
e )Q.

These isomorphisms follow from [10, Theorem 4] together with the fact that, if
non-empty, the complex dimension of Mσ,θ-st

e is −E(e). The final statement of the
theorem also follows from this dimension formula. �

Corollary 4.2. For each e ∈ Λσ,+Q the vector space
⊕

l∈ZW
θ,prim
Q,(e,l) is finite dimen-

sional.

The statement of Corollary 4.2 is known as the orientifold integrality conjecture.
A direct but complicated proof of Corollary 4.2 in the case of trivial stability was
given in [28, Theorem 3.4].

The motivic orientifold Donaldson-Thomas invariant of Q is defined by

Ωσ,θQ (q
1
2 , ξ) =

∑
(e,l)∈Λσ,+Q ×Z

dimQW
prim,θ
Q,(e,l)(−q

1
2 )lξe ∈ Z[q

1
2 , q−

1
2 ][[ξ]].

By Theorem 4.1 the invariant Ωσ,θQ is the generating series of shifted Chow theoretic

Poincaré polynomials of Mσ,θ-st
e . Again by Theorem 4.1, if we define a normalized

invariant by

Ω
σ,θ

Q,e = (−q 1
2 )−E(e)Ωσ,θQ,e,

then Ω
σ,θ

Q,e ∈ Z≥0[q] with constant term 1 and degree at most −E(e).

Example. A symmetric quiver Q admits an essentially unique involution σ which
restricts to the identity on Q0. Any duality structure on (Q, σ) is automatically
σ-symmetric. The only σ-compatible stability is the trivial stability. In this setting
we have Ω

σ

Q,e ∈ Z≥0[q2]. Geometrically, using Theorem 4.1 and Corollary 3.2 this
implies that

A−E(e)−2k−1(Mσ,st
e )Q = 0

for all k ∈ Z and
PHk(Mσ,st

e ) = 0

unless k ≡ 0 mod 4. /

Remark. Without the assumption of σ-symmetry, Proposition 3.3 still implies
equation (11). However in this generality we do not expect the right-hand side to
be the correct definition of the orientifold DT invariant.

4.2. Orientifold DT invariants of loop quivers. Let Lm be the quiver with one
node and m ≥ 0 loops. Then Lm admits a unique involution, being the identity on
both nodes and arrows, and we are in the setting of the example from Section 4.1.
Any stability is equivalent to the trivial stability θ = 0, which is σ-compatible. A
duality structure on Lm is given by a sign s and m signs τ . Let τ+ (respectively,
τ−) be the number of the latter which are positive (negative).

Suppose that τ is identically −1, that is τ− = m. If s = 1, then the variety of
self-dual representations is Rσe = soe(C)⊕m with the simultaneous adjoint action of
Gσe = Oe(C) while if s = −1, then Rσe = spe(C)⊕m with the simultaneous adjoint
action of Gσe = Spe(C). Hence Mσ,st

e is a moduli space of stable m-tuples in a
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classical Lie algebra. When s = 1 we have a decomposition BLm = BDLm ⊕B
B
Lm

, the
summands corresponding to even and odd dimensional representations, respectively.

Theorem 4.3. For any m ≥ 0 and e ≥ 0 we have an isomorphism

A•((sp
⊕m
2e )st/Sp2e)Q ' A•((so⊕m2e+1)st/O2e+1)Q

of Z-graded vector spaces.

Proof. Define a Λ+
Lm
× Z-graded ring automorphism φ : HLm → HLm by φ(fd) =

2dfd for fd ∈ HLm,d. Let (MB
Lm

)φ be the φ-twisted module associated to MB
Lm

.

Explicitly, (MB
Lm

)φ equals MB
Lm

as a graded abelian group and has HLm-module
structure

fd ?φ g = φ(fd) ? g.

Comparing the explicit signed shuffle descriptions of MB
Lm

and MC
Lm

given in [28,

Theorem 3.3], we see immediately that (MB
Lm

)φ ' MC
Lm

[1] via the identity map.

Here [1] denotes Λσ,+Lm -degree shift by one. It follows that W prim,B
Lm

' W prim,C
Lm

[1] as

Λ+
Lm
× Z-graded vector spaces. Applying Theorem 4.1 completes the proof. �

Variations of Theorem 4.3 arise by choosing different duality structures on Lm.
Fix 1 ≤ m0 ≤ m and consider the duality structures

(s; τ+, τ−) = (−1;m−m0,m0), (s′; τ ′+, τ
′
−) = (1;m0 − 1,m−m0 + 1).

The corresponding varieties of self-dual representations are

Rσe = sp2e(C)⊕m0 ⊕ (
∧2

C2e)⊕m−m0 , Gσe = Sp2e(C)

and, in even dimensions,

R′σe = so2e(C)⊕m−m0+1 ⊕ (Sym2C2e)⊕m0−1, G′σe = O2e(C).

The vector space C2e denotes the fundamental representation of Sp2e(C) or O2e(C),
as appropriate. Up to a twist by an automorphism of HLm , the associated Hall
modules MC

Lm
and M′DLm are isomorphic. Arguing as in the proof of Theorem 4.3

we see that the rational Chow groups of the associated moduli spaces of σ-stable
self-dual representations are isomorphic. Similarly, for m ≥ 1 and duality structures

(s; τ+, τ−) = (1; 1,m− 1), (s′; τ ′+, τ
′
−) = (1;m, 0)

we obtain a twisted isomorphism betweenMB
Lm

andM′DLm [1] and hence an isomor-
phism of Chow groups.

Finally, we explain how the invariants ΩσLm , for any duality structure, can be
computed. After fixing a typeB, C orD, in [28, Theorem 4.6] it is proved thatMLm

is a free module with basis W prim
Lm

over an explicitly defined subalgebra H̃Lm ⊂ HLm .

At the level of generating series this implies the factorizationAσLm = ÃLmΩσLm . Here

AσLm =
∑

e∈Λσ,+Lm

(−q 1
2 )E(e)∏b e2 c

j=1(1− q2j)
ξe

is the parity twisted Hilbert-Poincaré series of MLm and e is restricted to be even
or odd depending on the type. Similarly, the parity twisted Hilbert-Poincaré series

ÃLm of H̃Lm can be written in terms of the q-Pochhammer symbol (x; q)∞ =∏∞
k=0(1− xqk) and the Z2-equivariant DT invariants:

ÃLm =
∏

(e,k)∈Λσ,+Lm×Z
λ∈{±}

(q
k
2 +δ−1,λξe; q2)

−Ω̃λLm,(e,k)
∞ .
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Explicitly, writing the motivic DT invariant of Lm as

ΩLm(q
1
2 , t) =

∑
(d,k)∈Λ+

Lm
×Z

ΩLm,(d,k)q
k
2 td ∈ Z[q

1
2 , q−

1
2 ][[t]],

we have Ω̃±Lm,(2d+1,k) = 0 and

Ω̃+
Lm,(2d,k) =

{
ΩLm,(d,k) if χ(e, d) + E(d) + k−χ(d,d)

2 ≡ 0 mod 2,

0 if χ(e, d) + E(d) + k−χ(d,d)
2 ≡ 1 mod 2

and

Ω̃−Lm,(2d,k) =

{
0 if χ(e, d) + E(d) + k−χ(d,d)

2 ≡ 0 mod 2,

ΩLm,(d,k) if χ(e, d) + E(d) + k−χ(d,d)
2 ≡ 1 mod 2.

Example. Suppose that m = 3. Using [25, Theorem 6.8] we find that the motivic
DT invariant is given by

ΩL3
= q−1t+ q−4t2 + q−9(1 + q2 + q3)t3+

q−16(1 + q2 + q3 + 2q4 + q5 + 2q6 + q7 + q8)t4 +O(t5).

Take the duality structure (s; τ+, τ−) = (1; 0,m). Then the motivic orientifold DT
invariant is

ΩBL3
= ξ + q−3ξ3 + q−10(1 + q2 + 2q4)ξ5+

q−21(1 + q2 + 2q4 + 3q6 + 4q8 + 4q10 + 4q12 + q14)ξ7+

q−36(1 + q2 + 2q4 + 3q6 + 5q8 + 6q10 + 9q12 + 10q14+

13q16 + 14q18 + 15q20 + 13q22 + 10q24 + 3q26)ξ9 +O(ξ11).

Theorem 4.1 implies that the coefficient of ξ2e+1 in ΩBL3
is the Chow theoretic

Poincaré polynomial of (so⊕3
2e+1)st/O2e+1, which by Theorem 4.3 agrees with the

Chow theoretic Poincaré polynomial of (sp⊕3
2e )st/Sp2e. /
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