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Abstract. In this paper, we will establish the inequivalence of closed balls and the closure of open balls under the Carathéodory metric in some planar domains of finite connectivity greater than 2, and hence resolve a problem posed by Jarnicki, Pflug and Vigué in 1992. We also establish a corresponding result for some pseudoconvex domains in \( \mathbb{C}^n \) for \( n \geq 2 \).

This result will follow from an explicit characterization (up to biholomorphisms) of proper holomorphic maps from a non-degenerate finitely-connected planar domain, \( \Omega \), onto the standard unit disk \( \mathbb{D} \) which answers a question posed by Schmieder in 2005. Similar to Bell and Kaleem’s characterization of proper holomorphic maps in terms of Grunsky maps (2008), our characterization of proper holomorphic maps from \( \Omega \) onto \( \mathbb{D} \) is an analogous result to Fatou’s famous result that proper holomorphic maps of the unit disk onto itself are finite Blaschke products.

Our approach uses a harmonic measure condition of Wang and Yin (2017) on the existence of a proper holomorphic map with prescribed zeros. We will see that certain functions \( \eta(\cdot, p) \) play an analogous role to the Möbius transformations that fix \( \mathbb{D} \) in finite Blaschke products. These functions \( \eta(\cdot, p) \) map \( \Omega \) conformally onto the unit disk with circular arcs (centered at 0) removed and map \( p \) to 0 and can be given in terms of the Schottky-Klein prime function. We also extend a result of Grunsky (1941) and hence introduce a parameter space for proper holomorphic maps from \( \Omega \) onto \( \mathbb{D} \).

1. Introduction

For a domain \( \Omega \subseteq \mathbb{C} \) and any \( z, z_0 \in \Omega \), following [22], one can define the Carathéodory pseudodistance between \( z \) and \( z_0 \) to be \( c_\Omega(z, z_0) = \tanh^{-1}(c_\Omega^*(z, z_0)) \), where

\[
c_\Omega^*(z, z_0) = \sup\{|f(z)| : f \in \mathcal{H}(\Omega), f(z_0) = 0\}
\]

is the Möbius pseudodistance and \( \mathcal{H}(\Omega) \) denotes the set of holomorphic maps of \( \Omega \) into the unit disc \( \mathbb{D} \). The pseudodistance \( c_\Omega \) was introduced by Carathéodory [6] in 1927. It is known that \( c_\Omega \) (as well as \( c_\Omega^* \)) is a distance if \( \Omega \) is biholomorphic to a bounded domain in \( \mathbb{C} \) and in this case, the topology induced by \( c_\Omega \) and \( c_\Omega^* \) are the same as that of the Euclidean topology of \( \Omega \) (see Chapter 2 of [22]). In general, there is a significant difference between the topological and geometrical structure of the space \( (\Omega, c_\Omega) \) (see [23]) and even basic properties of its open balls are still unknown. Let \( B_{c_\Omega}(a; r) = \{z \in \Omega : c_\Omega(z, a) < r\} \) and \( \overline{B}_{c_\Omega}(a; r) = \{z \in \Omega : c_\Omega(z, a) \leq r\} \) denote the open ball and closed ball with the center at \( a \) and radius \( r > 0 \).
in the Carathéodory metric respectively. It is known that \( c_\Omega \) is continuous and hence \( B_{c_\Omega}(a;r) \subset \overline{B_{c_\Omega}(a;r)} \) (the closure is taken in the sense of the Euclidean topology of \( \Omega \)). It is then natural to ask if the closure of each open ball is the closed ball of the same centre and radius. This problem was first posed by Jarnicki, Pflug and Vigué [24] in 1992 and then repeated in Jarnicki and Pflug’s book [22] (see p.42 in the first edition and p. 66 in the second edition). As we will see later, it is also related to the problem of whether the Carathéodory balls for planar domains are connected or not. We will solve these two problems by proving the following result.

**Theorem 1.1.** For any \( g \geq 2 \), there exists a domain \( \Omega \subset \mathbb{C} \) of connectivity \( g + 1 \) such that for some \( 0 < r_2 < r_1 \) and \( z_0 \in \Omega \), we have

i) \( B_{c_\Omega}(z_0;r_1) \) is disconnected and relatively compact in \( \Omega \);

ii) \( \overline{B_{c_\Omega}(z_0;r_2)} \subset \overline{B_{c_\Omega}(z_0;r_2)} \).

Notice that when \( \Omega \subset \mathbb{C} \) is simply connected, all the Carathéodory balls are connected as in this case, the Carathéodory metric is the same as the Poincaré metric. The case where \( \Omega \) is doubly-connected was resolved by Schmieder [29] and Frerick and Schmieder [14] and in this case, all Carathéodory balls are connected. Therefore, with Theorem 1.1, the problem posed by Jarnicki, Pflug and Vigué [24] is completely resolved.

Theorem 1.1 also allows us to construct domains in \( \mathbb{C}^n \) \( (n \geq 2) \) which satisfy (i) and (ii) in the statement of the theorem. For any domain \( G \subset \mathbb{C}^{n-1} \) and \( a, z \in G, \lambda \in \mathbb{D} \), we have the product formula \( c_{G \times \mathbb{D}}((a,0),(z,\lambda)) = \max\{c_G(a,z),c_{\mathbb{D}}(0,\lambda)\} \) for the Carathéodory pseudodistance of the product domain \( G \times \mathbb{D} \). This implies that \( B_{c_{G \times \mathbb{D}}}(a,0);r = B_{c_G}(a,r) \times B_{c_{\mathbb{D}}}(0;r) \) and hence by Theorem 1.1 we have the following

**Corollary 1.2.** Let \( n \geq 2 \) and \( \Omega \) be the domain in Theorem 1.1. Then \( M = \Omega \times \mathbb{D}^{n-1} \) is a bounded pseudoconvex domain in \( \mathbb{C}^n \) such that for some \( 0 < r_2 < r_1 \) and \( z_0 \in M \), we have

i) \( B_{c_M}(z_0;r_1) \) is disconnected and relatively compact in \( M \);

ii) \( \overline{B_{c_M}(z_0;r_2)} \subset \overline{B_{c_M}(z_0;r_2)} \).

The above bounded domain \( \Omega \times \mathbb{D}^{n-1} \) is pseudoconvex but not strongly pseudoconvex in \( \mathbb{C}^n \). This is because any open subset of the complex plane is a domain of holomorphy and a product of two domains of holomorphy is again a domain of holomorphy. Moreover, a domain in \( \mathbb{C}^n \) is pseudoconvex if and only if it is a domain of holomorphy. Finally, it is not difficult to show that \( \Omega \times \mathbb{D}^{n-1} \) is not strongly pseudoconvex (cf. the arguments used for the poly-disks in Example 76 of [30]). So the bounded domains \( \Omega \times \mathbb{D}^{n-1} \) in Corollary 1.2 are new examples of complex manifolds which satisfy conditions (i) and (ii) above because so far the only known examples are the bounded strongly pseudoconvex domain in \( \mathbb{C}^n \) \( (n \geq 2) \) and the non-planar hyperbolic Riemann surface constructed by Jarnicki, Pflug and Vigué in [24] (see also Chapter 2 of [22]).
Returning to the case when $Ω ⊂ C$, Grunsky showed (in \cite{17,19}) that the supremum in the definition of $c^2_D(z, z_0)$ is attained by a proper holomorphic mapping of $Ω$ onto $D$ whose degree is equal to the connectivity of $Ω$. Recall that, a function $f : X → Y$ from a topological space $X$ to a topological space $Y$ is said to be proper if $f^{-1}(K)$ is compact for any compact set $K ⊂ Y$. Theorem 1.1 will follow from an explicit characterization of proper holomorphic maps mapping a non-degenerate finitely-connected domain $Ω$ onto $D$ which we establish in Theorems 1.3 and 1.4 of this paper. This characterization also answers Question 1 posed by Schmieder in \cite{29}.

Let $D = \{z ∈ C : |z| < 1\}$ be the open unit disk in $C$. In 1923, Fatou \cite{13} proved that $f : D → D$ is a proper holomorphic map from $D$ onto $D$ if and only if $f$ is a finite Blaschke product, i.e., $f$ takes the form

$$f(z) = e^{iθ} \prod_{k=1}^{n} \frac{z - p_k}{1 - \overline{p_k}z}$$

where $θ ∈ [0, 2π)$ and $p_k ∈ D$ for all $k = 1, \ldots, n$.

Let $A_r = \{z ∈ C : r < |z| < 1\}$ be an annulus in $C$ and let $C_r = \{z ∈ C : |z| = r\}$. In 2017, Wang and Yin \cite{31} proved that there exists a proper holomorphic map $f : A_r → D$ if and only if the zeros of $f$, $p_1, \ldots, p_n$ satisfy $|p_1p_2 \ldots p_n| = r^d$ where $d = \deg(f|_{C_r})$. Furthermore, the proper holomorphic map is given by

$$f(z) = \frac{e^{iθ}}{z^d} \prod_{k=1}^{n} \left(\frac{z - p_k}{1 - \overline{p_k}z}\right)^{∞} \prod_{j=1}^{∞} \frac{(z - p_kr^2j)(z - p_kr^{-2j})}{(1 - \overline{p_kr^2j}z)(1 - \overline{p_kr^{-2j}}z)}$$

for some $θ ∈ [0, 2π)$.

From now on, let $g ≥ 1$ and $Ω$ be a non-degenerate $(g + 1)$-connected domain in $C$. Let $γ_0, \ldots, γ_g$ be the boundaries of the connected components of the complement of $Ω$ in the extended complex plane. The assumption that $Ω$ is non-degenerate means that each boundary component $γ_0, \ldots, γ_g$ is not a point.

For each $l = 0, \ldots, g$, let $u_l : Ω → R$ denote the harmonic function on $Ω$ satisfying $u_l|_{γ_l} = δ_l m$, where $δ_l m$ is the Kronecker delta. In other words, $u_l(z)$ is the harmonic measure of $γ_l$ with respect to $z$ in $Ω$. In \cite{31}, Wang and Yin proved that a proper holomorphic map $f : Ω → D$ of degree $n$ with zeros $p_1, \ldots, p_n$ exists if and only if for some $n_0, n_1, \ldots, n_g ∈ N$ with $n = n_0 + \cdots + n_g$,

$$\sum_{k=1}^{n} u_j(p_k) = n_j \quad \text{for all } j = 1, \ldots, g \quad (1)$$

and the degree of $f$ restricted to $γ_l$ is $n_l$ for $l = 0, \ldots, g$. Moreover, the map $f$ is unique up to rotation. Note also that in 2019, Bogatyrev \cite{4} proved a necessary and sufficient condition for proper homomorphic maps from a genus $g$ Riemann surface with $k > 0$ boundary components onto the closed unit disk $D$. He also gave a representation for such proper holomorphic maps in terms of the third-kind abelian differentials.
In this paper, we will make use of Wang and Yin’s condition (1) to give an explicit description of \( \mathcal{P}(\Omega) \), the set of all proper holomorphic maps of \( \Omega \) onto \( D \) when \( \Omega \) is a circular domain, i.e., \( \Omega \) is \( D \) excluding \( g \) mutually disjoint closed disks inside \( D \). Notice that there is no loss of generality to assume that \( \Omega \) is a circular domain because by Koebe’s generalised Riemann mapping theorem \([25, 26]\), any non-degenerate finitely connected domain in \( \mathbb{C} \) is biholomorphic to a circular domain. So from now on, \( \gamma_0 \) is the unit circle and \( \gamma_1, \ldots, \gamma_g \) are disjoint circles inside \( D \). In addition, a circularly slit disk is the unit disk with circular arcs (centered at 0) removed. It is a classical result that there exists a conformal map from \( \Omega \) onto a circularly slit disk which preserves the unit circle and maps \( p \in \Omega \) to 0 (see e.g. Chapter 15 in \([7]\)). Moreover, this map is unique up to rotation. The following result gives an explicit description of \( \mathcal{P}(\Omega) \).

**Theorem 1.3.** Suppose that \( p_1, \ldots, p_n \) are points in \( \Omega \) satisfying the condition (1) for positive integers \( n_1, \ldots, n_g \). Then up to a multiplication factor \( e^{i\theta} \), any proper holomorphic map \( f \in \mathcal{P}(\Omega) \) which has zeros \( p_1, \ldots, p_n \) and satisfies \( \deg(f|_{\gamma_j}) = n_j \) for \( j = 1, \ldots, g \) can be written uniquely as

\[
 f(z) = \exp\left(-2\pi i \sum_{j=1}^{g} n_j v_j(z)\right) \prod_{k=1}^{n} \eta(z, p_k).
\]

Here \( v_j \) denotes the integral of the first kind for \( j = 1, \ldots, g \) and \( \eta(\cdot, p) \) is the conformal map from \( \Omega \) onto a circularly slit disk which maps \( p \) to zero and preserving the unit circle.

We will also give the following alternate formula for a proper holomorphic map along with an alternate condition on the zeros of the proper holomorphic map that guarantees existence of the proper holomorphic map with those zeros.

**Theorem 1.4.** Suppose \( P = \{p_{l,k} : l = 0, \ldots, g \text{ and } k = 0, \ldots, n_l - 1\} \subset \Omega \) is a set of \( n \) points in \( \Omega \) that satisfy the condition (1). Then the unique proper holomorphic maps whose zeros are \( p_{l,k} \) for \( l = 0, \ldots, g \) and \( k = 0, \ldots, n_j - 1 \) and with \( f(1) = 1 \) can be written as

\[
 f(z) = K(P) \prod_{l=0}^{g} \prod_{k=0}^{n_l-1} \eta_l(z, p_{l,k})
\]

where \( K(P) \) is a constant that does not depend on \( z \); \( \eta_0(\cdot, p) \) maps \( \Omega \) conformally onto a circularly slit disk such that \( \partial \mathbb{D} \) is mapped to \( \partial \mathbb{D} \) and \( \eta_0(p, p) = 0 \); and for \( j = 1, \ldots, g \), \( \eta_j(\cdot, p) \) maps \( \Omega \) conformally onto a circularly slit disk such that \( \gamma_j \) is mapped to \( \partial \mathbb{D} \) and \( \eta_j(p, p) = 0 \).

Moreover, condition (1) on the zeros can be rewritten as:

A proper holomorphic map with zeros \( p_1, \ldots, p_n \) exists if and only if we can reindex the zeros as \( \{p_{l,k} : l = 0, \ldots, g \text{ and } k = 0, \ldots, n_l - 1\} \) such that

\[
 \prod_{l=0}^{g} \prod_{k=0}^{n_l-1} \rho_{i,l}(p_{l,k}) \text{ does not depend on } i,
\]

(2)
where $\rho_{l,i}(p_{l,k})$ denotes the radius of the image of $\gamma_i$ under $\eta_l(\cdot, p_{l,k})$.

Note that for $l = 0, \ldots, g$ and $p \in \Omega$, the functions $\eta_l(\cdot, p)$ have constant modulus on each boundary component. So if a function $F$ is a product of functions of the form $\eta_l(\cdot, p)$ for some $l = 0, \ldots, g$ and $p \in \Omega$, then $F$ will also have constant modulus $R_l$ on each boundary component $\gamma_l$ for $l = 0, \ldots, g$. The condition (2) means that if $R_0 = \cdots = R_g$ (i.e. $F$ has constant modulus on $\partial \Omega$), then after scaling, $F$ is a proper holomorphic map.

Theorems 1.3 and 1.4 show that the conformal maps $\eta_l(\cdot, p)$ and $\eta_j(\cdot, p)$ play an analogous role to the Blaschke factors $m(z, p) \equiv \frac{z - p}{1 - \overline{p}z}$ in a finite Blaschke product. In [10], Crowdy and Marshall give an expression for the function $\eta_l(\cdot, p)$ and $\eta_j(\cdot, p)$ in terms of the Schottky-Klein prime function, $\omega(z, \zeta)$, of the domain $\Omega$ (note that $\eta = \eta_0$). In particular,

$$\eta(z, p) \equiv \frac{\omega(z, p)}{|p|\omega(z, \overline{p})}.$$

The Schottky-Klein prime function is constructed using the Schottky group $\Theta$, a discrete group of Möbius transformations that is associated to the domain $\Omega$. We will see later that for certain Schottky groups, we can write

$$\eta(z, p) \equiv \prod_{\theta \in \Theta} \frac{m(\theta(z), p)}{m(\theta(1), p)}.$$ (3)

Let $\nu = (n_0, n_1, \ldots, n_g) \in \mathbb{N}^{g+1}$. We will call $\nu$, the boundary degree of a proper holomorphic map $f \in \mathcal{P}(\Omega)$ if $\text{deg}(f|_{\gamma_l}) = n_l$ for $l = 0, \ldots, g$. Let $\mathcal{P}_\nu(\Omega)$ denote the family of proper holomorphic maps of boundary degree $\nu$ and $\mathcal{P}_n(\Omega)$ denote the family of proper holomorphic maps of degree $n$. In the special case where $\nu = (1, \ldots, 1)$, it is clear that $\mathcal{P}_\nu(\Omega) = \mathcal{P}_{g+1}(\Omega)$. Note that the Riemann-Hurwitz formula implies that $g + 1$ is the minimum possible degree of a proper holomorphic map of $\Omega$ onto $\mathbb{D}$.

The requirement that the zeros satisfy (1) means that we cannot easily construct a proper holomorphic map by prescribing points in $\Omega$ that are its zeros. A theorem of Grunsky [18] states that we can uniquely specify a proper holomorphic map in $\mathcal{P}_{g+1}(\Omega)$ by prescribing one point in $\Omega$ to be its zero and one point on each of the $g + 1$ boundaries of $\Omega$ to be the preimages of 1 (see Section 6.5 in [16]). For completeness, we state this theorem here, following Schmieder’s formulation [29].

**Theorem 1.5** (Grunsky [18]). Suppose that $p \in \Omega$ and $w_l \in \gamma_l$ for each $l = 0, \ldots, g$. There exists a unique proper holomorphic map $f \in \mathcal{P}_{g+1}(\Omega)$ such that $f(p) = 0$ and $f(w_l) = 1$ for each $l = 0, \ldots, g$.

We will prove the following theorem which extends this result to $\mathcal{P}_\nu(\Omega)$ for any boundary degree $\nu$. We remark that this also provides a new proof of the above theorem.
Theorem 1.6. Suppose that $p \in \Omega$ and $w_{l,k} \in \gamma_l$ for each $l = 0, \ldots, g$, $k = 0, \ldots, n_l - 1$. Then there exists a proper holomorphic map $f \in \mathcal{P}_\nu(\Omega)$ such that

(i) $f(p) = 0$;

(ii) $f(w_{l,k}) = 1$ for each $l = 0, \ldots, g$ and $k = 0, \ldots, n_l - 1$.

If $n = g + 1$, such $f$ is unique. If $n > g + 1$, then for each $l = 0, \ldots, g$ such that $n_l > 1$ and $k = 1, \ldots, n_l - 1$, let $\lambda_{l,k} \in \mathbb{C}$ be a given positive number. Then there exists a unique proper holomorphic map $f \in \mathcal{P}_\nu(\Omega)$ such that (i) and (ii) above are satisfied as well as the condition (iii) that for each such $l$ and $k$,

$$|f'(w_{0,0})| = \lambda_{l,k}. \tag{4}$$

Notice that for any proper map $f : \Omega \to \mathbb{D}$, $f$ maps each $\gamma_l$ onto the standard unit circle $S = \partial \mathbb{D}$. By the Schwarz’s reflection principle, we can extend $f$ such that the extension is analytic in a neighborhood of each $\gamma_l$ and hence $f'(w_{l,k})$ and $f'(w_{0,0})$ exist in Theorem 1.6 and we have $f(z) = 1 + f'(w_{l,k})(z - w_{l,k}) + \cdots$ near $w_{l,k}$ and $f(z) = 1 + f'(w_{0,0})(z - w_{0,0}) + \cdots$ near $w_{0,0}$. If we let $\mathbb{H}_{w_{l,k}}$ be the open half plane whose boundary is tangent to $\gamma_l$ at $w_{l,k}$ and it excludes $\gamma_l$ when $l \geq 1$ and includes $\gamma_0$ when $l = 0$ and $k = 0$, then since $f$ maps some neighborhoods of $w_{l,k}$ and $w_{0,0}$ in $\Omega$ into the same neighborhood of 1 in $\mathbb{D}$, it follows that $\arg f'(w_{l,k})$ and $\arg f'(w_{0,0})$ are uniquely determined by $w_{l,k}$ and $w_{0,0}$ respectively. Theorem 1.6 shows, on the other hand, that the restrictions on $|f'(w_{l,k})|$ and $|f'(w_{0,0})|$ given by (4) will determine $f$ uniquely.

If we identify each $\gamma_l$ with the standard unit circle $S$, then Theorem 1.6 implies that for $n = g + 1$, we can define a surjective $n$ to 1 map $G : \Omega \times S^n \to \mathcal{P}_n(\Omega)$ which sends $(p, w_{0,0}, \ldots, w_{g,0})$ to the unique proper map $f : \Omega \to \mathbb{D}$ satisfying (i) and (ii). While for $n > g + 1$, we let $\mathbb{R}_+$ be the positive real axis. If $\nu = (n_0, n_1, \ldots, n_g) \in \mathbb{N}^{g+1}$ is a given boundary degree where $n = \sum_{l=0}^g n_l$, then we can define a surjective $(n \cdot n_0! \cdots n_g!)$-to-1 map $G : \Omega \times S^n \times \mathbb{R}^{n_g-1}_+ \to \mathcal{P}_\nu(\Omega)$ which sends

$$(p, w_{0,0}, \ldots, w_{g,n_g-1}, \lambda_0, 1, \ldots, \lambda_{0,n_0-1}, \ldots, \lambda_g, 1, \ldots, \lambda_{g,n_g-1})$$

to the unique proper map $f : \Omega \to \mathbb{D}$ satisfying conditions (i), (ii) and (iii) in Theorem 1.6. We will further show that this map is continuous. This is the following corollary.

Corollary 1.7. Let $\Omega$ be a circular domain of connectivity $g + 1$. Let $n \geq g + 1$ and $\nu = (n_0, n_1, \ldots, n_g) \in \mathbb{N}^{g+1}$ such that $n = \sum_{l=0}^g n_l$. We endow $\mathcal{P}_\nu(\Omega)$ with the topology of local uniform convergence. Then there exists a continuous $(n \cdot n_0! \cdots n_g!)$-to-1 map from $\Omega \times S^n \times \mathbb{R}^{n_g-1}_+$ onto $\mathcal{P}_\nu(\Omega)$. If $p \in \Omega$ and $\mathcal{P}_\nu(\Omega)$ is the subset of $\mathcal{P}_\nu(\Omega)$ which contains those proper holomorphic maps with a zero at $p$, then there is a continuous $(n_0! \cdots n_g!)$-to-1 map from $S^n \times \mathbb{R}^{n_g-1}_+$ onto $\mathcal{P}_\nu(\Omega)$.

We remark that in [2], Bell and Kaleem provide a different characterization of proper holomorphic maps of degree $n > g + 1$ in terms of the
This paper will be organized as follows. In Section 2, we will give a brief introduction to the Schottky-Klein prime function and give some of its properties that we will need in the following sections. In Section 3, we will prove Theorems 1.3 and 1.4. In Section 4, we will use the previous results to establish Theorem 1.1 and Corollary 1.7. In Section 5, we will prove Theorem 1.6. Finally, in the last section, we will indicate how to associate a finite Blaschke product to a proper map in $P(\Omega)$ when $\Omega$ is certain circular domain.

2. The Schottky-Klein prime function

Let $\Omega$ be a $(g + 1)$-connected non-degenerate circular domain and let $\gamma_0$ be the unit circle and $\gamma_1, \ldots, \gamma_g$ be the interior boundary circles. We suppose that $\gamma_l$ has center $q_l$ and of radius $r_l$ for each $l = 0, \ldots, g$. For each $l = 0, \ldots, g$, define

$$\varphi_l(z) = q_l + \frac{r_l^2}{z - q_l}$$

the reflection with respect to $\gamma_l$ and for $j = 1, \ldots, g$, define

$$\theta_j(z) = \varphi_j(\varphi_0(z)) = q_j + \frac{r_j^2 z}{1 - q_j z}.$$ 

As the composition of two reflections, $\theta_j$ are Möbius transformations. The group $\Theta$ freely generated by $\theta_1, \ldots, \theta_g$ is called the Schottky group of $\Omega$. The domain $\Omega^* = \Omega \cup \gamma_0 \cup \varphi_0(\Omega)$ is a fundamental region associated with $\Theta$ called the Schottky double. Then $\overline{\Omega^*}/\Theta$ is a compact Riemann surface of genus $g$. Let $\sigma_j$ be any line joining a point $z \in \gamma_j$ with its identified point $\theta_j^{-1}(z) \in \varphi_0^{-1}(\gamma_j)$. The $2g$ curves $\gamma_1, \ldots, \gamma_g, \sigma_1, \ldots, \sigma_g$ form a basis of the fundamental group of $\overline{\Omega^*}/\Theta$. Then there exist $g$ holomorphic functions $v_1, \ldots, v_g$ satisfying the functional properties

$$\int_{\gamma_i} dv_j = \delta_{ij}$$

and

$$\int_{\sigma_i} dv_j = \tau_{ij}$$

for some purely imaginary constants $\tau_{ij}$ and the Kronecker delta $\delta_{ij}$. These functions $v_1, \ldots, v_g$ are called the integrals of the first kind of $\Omega$.

We have the following properties:

$$\tau_{ij} = \tau_{ji} \text{ for } i, j = 1, \ldots, g$$

and

$$\tau_{ij} = v_j(\theta_i(z)) - v_j(z)$$

for any $z \in \overline{\Omega^*}$, for any $i = 1, \ldots, g$, for any $j = 1, \ldots, g$. See [1] and [12].

Also, it is demonstrated in [11] that

$$v_j(\tau^{-1}) = v_j(z)$$

(8)
where, for \( j = 1, \ldots, g \), \( u_j \) denotes the harmonic measure of \( \gamma_j \) (relative to \( \Omega \)).

For every \( z, y \in \Omega \), the Schottky-Klein prime function \( \omega(z, y) \) is defined to be the unique function (of \( z \)) such that

1. \( \omega(z, y) \) is analytic everywhere in \( \Omega \);
2. \( \omega(z, y) \) has a single zero at each of the point \( \{ \theta(y) : \theta \in \Theta \} \) (and is non-zero elsewhere);
3. \( \lim_{z \to y} \frac{\omega(z, y)}{z - y} = 1 \), and,
4. \( \omega(\theta_j(z), y) = \exp \left( 2\pi i (v_j(y) - v_j(z)) - \pi i \tau_{jj} \right) \sqrt{d\theta_j \omega(z, y)} \). (10)

The existence of such \( \omega(z, y) \) is established in [21]. It would be useful to express \( \omega(z, y) \) in the following infinite product form (see Chapter XII of [1]):

\[
\omega(z, y) = (z - y) \prod_{\theta \in \Theta'} \frac{(z - \theta(y))(y - \theta(z))}{(z - \theta(z))(y - \theta(y))}. 
\] (11)

Here \( \Theta' \) is a maximal subset of \( \Theta \) that excludes the identity element such that \( \theta^{-1} \notin \Theta' \) whenever \( \theta \in \Theta' \). Note that the uniform convergence of this infinite product is still unknown for a general multiply connected planar domain (see open problem 1 of [8] and section 1 of [27]) and it is connected to the absolute convergence of the Poincaré theta series of the Schottky group (see [1]). It is known that for any circle decomposable Schottky group (see Section 4 of [3] for its definition), its associated Poincaré theta series is absolutely convergent and hence the associated Schottky-Klein prime function \( \omega(z, y) \) has the infinite product expression in (11). Examples of circle decomposable Schottky group are those Schottky groups with an invariant circle and in particular when all the centers \( q_i \) are on the real axis (see page 54 of [5]). For the domain we are going to construct in the proof of Theorem 1.1, we will simply assume the centers of the boundaries of \( \Omega \) are on the real axis even though the proof also works in the case when the radii \( r_i \) are sufficiently less than the distances between the centers \( |q_i - q_j| \) when \( i \neq j \) (see page 55-58 of [3]).

Note that \( \omega(z, y) \) is independent of the choice of \( \Theta' \). In particular, the Schottky group \( \Theta \) is the disjoint union of \( \Theta' \), \( (\Theta')^{-1} = \{ \theta^{-1} : \theta \in \Theta' \} \) and the set containing the identity.

We will also need the following symmetry properties of \( \omega \) (see [12]):

\[
\overline{\omega(z, y)} = -\overline{\tau \omega(\overline{\tau^{-1}}, \overline{y}^{-1})}. 
\] (12)

From (11), we have

\[
\omega(z, y) = -\omega(y, z). 
\] (13)
For more details about the Schottky-Klein prime function and its construction, see [1], [9] and [21].

Define
\[ \eta(z,p) \equiv \frac{\omega(z,p)}{|p|\omega(z,\overline{p}^{-1})} \] (14)
and for any \( z, p \in \Omega \) and each \( l = 0, 1, \cdots, g \), define
\[ \eta_l(z,p) \equiv \sqrt{\varphi_l(p)} \frac{\omega(z,p)}{\omega(z,\varphi_l(p))} \] (15)

In [10], it is proved that \( \eta(\cdot, p) = \eta_0(\cdot, p) \) is a conformal map from \( \Omega \) to a circularly slit disk with zero \( p \) mapping \( \partial D \) to \( \partial D \); and \( \eta_j(\cdot, p) \) is a conformal map from \( \Omega \) to a circularly slit disk with zero \( p \) sending \( \gamma_j \) to \( \partial D \). Note that such conformal maps are unique up to rotation. When we want to make the dependence on the domain \( \Omega \) clear, we use the notation \( \eta_\Omega \) for \( \eta \) and \( \eta_j(\cdot, p) \) for \( \eta_j \). For \( j = 1, \cdots, g \), we consider a Möbius transformation \( \mu_j \) with \( \mu_j(\gamma_j) = \partial D \) and \( \mu_j(\Omega) \subset D \). Then \( \mu_j(\Omega) \) is also a non-degenerate circular domain and by the uniqueness of the conformal map onto a circular slit disk,
\[ \eta_{\Omega,j}(\cdot, \cdot) = \lambda_j \eta_{\mu_j(\Omega)}(\mu_j(\cdot), \mu_j(\cdot)) \] (16)
for some constant \( \lambda_j \) where \( |\lambda_j| = 1 \).

From the statements of Theorem 1.3 and 1.4, we can see that \( \eta \) and \( \eta_j \) act as the building blocks of proper holomorphic maps in \( P(\Omega) \). As mentioned in the introduction, this is analogous to the role of \( m(z,p) = \frac{z - p}{1 - \overline{p}z} \) in finite Blaschke products (which are precisely the proper holomorphic maps in \( P(\mathbb{D}) \)). We will now prove (3) which makes the link between the functions \( m \) and \( \eta \) explicit when the infinite product form in (11) holds.

**Proposition 2.1.** Suppose that (11) holds, then
\[ \eta(z,p) = \prod_{\theta \in \Theta} \frac{m(\theta(z), p)}{m(\theta(1), p)}. \]

**Proof.** Fix \( p \in \Omega \subset \mathbb{D} \). Note that for any Möbius transformation \( \mu \),
\[ \frac{\mu(z) - \mu(p)}{z - p} = \sqrt{\mu'(z)\mu'(p)}. \]
In particular, for any \( \theta \in \Theta \),
\[ \frac{z - \theta(p)}{z - \theta(\overline{p}^{-1})} = \sqrt{\frac{\theta'(p)}{\theta'(\overline{p}^{-1})}} \left( \frac{\theta^{-1}(z) - p}{\theta^{-1}(z) - \overline{p}^{-1}} \right). \] (17)

Then from (11) and (14), we have
\[
\eta(z,p) = \frac{\omega(z,p)}{|p|\omega(z,\overline{p}^{-1})} = \left( \frac{1}{|p|} \right) \left( \frac{z - p}{z - \overline{p}^{-1}} \right) \prod_{\theta \in \Theta} \frac{(z - \theta(p))(p - \theta(z))(z - \theta(z))(\overline{p}^{-1} - \theta(\overline{p}^{-1}))}{(z - \theta(\overline{p}^{-1}))(\overline{p}^{-1} - \theta(z))(z - \theta(z))(p - \theta(p))}
\]
\[
= \left( \frac{-1}{p} \right) \frac{z - p}{1 - \overline{p}z} \prod_{\theta \in \Theta'} \left( \frac{z - \theta(p)}{\theta(\overline{p} - 1) - \theta(p)} \right) \left( \frac{\overline{p} - 1 - \theta(p)}{(p - \theta(z))(p - \theta(p))} \right).
\]

Using (17), the infinite product can be written as
\[
\prod_{\theta \in \Theta'} \left( \frac{\sqrt{\theta'/(p-1)} m^{-1}(\theta^{-1}(z), p)}{\theta'(p-1)^{-1} m(\theta(z), p)} \right) \left( \frac{\overline{p} - 1 - \theta(p)}{p - \theta(p)} m(\theta(z), p) \right)
\]
and hence
\[
\eta(z, p) = \left( \frac{-1}{p} m(z, p) \right) \prod_{\theta \in \Theta'} A_{\theta} m(\theta(z), p) m(\theta^{-1}(z), p)
\]
for some constants \( A_{\theta} \) (depending on \( p \) but not \( z \)).

Now note that \( \eta(1, p) = 1 \) and hence
\[
\eta(z, p) = \frac{\eta(z, p)}{\eta(1, p)} = \frac{m(z, p)}{m(1, p)} \prod_{\theta \in \Theta'} A_{\theta} m(\theta(z), p) m(\theta(1), p)
\]
\[
= \frac{m(z, p)}{m(1, p)} \prod_{\theta \in \Theta'} m(\theta(z), p) m(\theta(1), p)
\]
where for the last equality, we have used the fact that
\[
\prod_{\theta \in \Theta'} \frac{m(\theta(z), p)}{m(\theta(1), p)} \quad \text{and} \quad \prod_{\theta \in \Theta'} \frac{m(\theta^{-1}(z), p)}{m(\theta^{-1}(1), p)}
\]
both converge. This establishes the formula. \( \square \)

3. Proving Theorems 1.3 and 1.4

As mentioned previously in the introduction, Wang and Yin proved in [31] that there exists a proper holomorphic map \( f : \Omega \rightarrow \mathbb{D} \) from \( \Omega \) onto \( \mathbb{D} \) of degree \( n \) with zeros \( p_0, \ldots, p_n \) if and only if the condition (1) is satisfied. The following lemma rewrites the condition (1) in terms of the integrals of the first kind \( v_1, \ldots, v_g \).

**Lemma 3.1.** Condition (1) is equivalent to
\[
2i \sum_{k=1}^{n} \text{Im} \left( v_j(p_k) \right) = \sum_{k=1}^{n} \tau_{jk} n_k \quad \text{for all} \; j = 1, \ldots, g. \tag{18}
\]

**Proof.** Follows directly from (9). \( \square \)
For \( z \in \Omega \) and \( p_0, \ldots, p_n \in \Omega \) satisfying condition [1], we consider the function given in Theorem [1.3]

\[
f(z) = \exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) \prod_{k=1}^{n} \eta(z, p_k). \tag{19}
\]

The following lemmas give some properties of \( f \) which we will require to prove Theorem [1.3]

**Lemma 3.2.** For any \( z \in \partial \Omega, \ |f(z)| = 1 \).

**Proof.** Suppose \( z \in \gamma_0 \). Then we have \( z = \overline{z}^{-1} \) and by [9], \( \text{Im}(v_j(z)) = 0 \) for all \( j = 1, \ldots, g \) and hence

\[
\exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) \exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) = 1.
\]

Also, it follows from [12] that

\[
\frac{\eta(z, p)}{\eta(z, p)} = \frac{\omega(z, p)\omega(z, p)}{|p|^2 \omega(z, \overline{p}^{-1})\omega(z, \overline{p}^{-1})} = \frac{-\overline{z}p}{-\overline{z}p^{-1}|p|^2} = 1.
\]

Using [19] we deduce that, for \( z \in \gamma_0, f(z)f(z) = 1 \) and so \( |f(z)| = 1 \). Now, suppose that \( z \in \gamma_i \) for some \( i = 1, \ldots, g \). Then we have \( z = \theta_i(z^{-1}) \). It follows that

\[
\prod_{k=1}^{n} \frac{\omega(z, p_k)\omega(z, p_k)}{|p_k|^2 \omega(z, \overline{p_k}^{-1})\omega(z, \overline{p_k}^{-1})} = \prod_{k=1}^{n} \frac{\omega(z, \overline{p_k}^{-1})\omega(z, \overline{p_k}^{-1})}{|p_k|^2 \omega(z, \overline{p_k}^{-1})\omega(z, \overline{p_k}^{-1})}
\]

\[
= \exp \left( 2\pi i \sum_{k=1}^{n} \left( v_i(p_k) - v_i(p_k^{-1}) \right) \right) \prod_{k=1}^{n} \frac{\omega(z, \overline{p_k}^{-1})\omega(z, \overline{p_k}^{-1})}{|p_k|^2 \omega(z, \overline{p_k}^{-1})\omega(z, \overline{p_k}^{-1})} \tag{by 10}
\]

\[
= \exp \left( 2\pi i \sum_{j=1}^{g} \tau_{ij} n_j \right) \tag{by 8, 18 and 12}
\]

and

\[
\exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) \exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right)
\]

\[
= \exp \left( 2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) \exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right)
\]

\[
= \exp \left( 2\pi i \sum_{j=1}^{g} n_j(v_j(z) - \tau_{ij}) - 2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) \tag{by 7 and 8}
\]
\[
= \exp \left( -2\pi i \sum_{j=1}^{g} \tau_{ij}n_{j} \right).
\]

Hence, \( f(z) \) is a finite map and hence is proper (see, for

**Lemma 3.3.** For each \( l = 0, \ldots, g \), we have

\[
\deg(f|_{\gamma_{l}}) = n_{l}.
\]

**Proof.** For each \( k = 1, \ldots, n \), recall that \( \eta(\cdot, p_{k}) \) is a conformal map from \( \Omega \) to a circularly slit disk sending \( \gamma_{0} \) to \( \partial \mathbb{D} \) and \( \gamma_{j} \) to a proper subarc \( L_{jk} \) of a circle centred at \( 0 \) for each \( j = 1, \ldots, g \). Notice that for if one travels along \( \gamma_{j} \) once, the image of \( \gamma_{j} \) under \( \eta(\cdot, p_{k}) \) will move along \( L_{jk} \) and then \( -L_{jk} \).

For each \( k = 1, \ldots, n \), considering \( \eta = \eta(\cdot, p_{k}) \) as a change of variable, we have

\[
\frac{1}{2\pi i} \int_{\gamma_{j}} d \log \eta(z, p_{k}) = \frac{1}{2\pi i} \int_{L_{jk}-L_{jk}} \frac{d\eta}{\eta} = 0
\]

for all \( j = 1, \ldots, g \) and

\[
\frac{1}{2\pi i} \int_{\gamma_{0}} d \log \eta(z, p_{k}) = \frac{1}{2\pi i} \int_{\partial \mathbb{D}} \frac{d\eta}{\eta} = 1.
\]

Using the argument principle, we have

\[
\deg(f|_{\gamma_{j}}) = \frac{1}{2\pi i} \int_{\gamma_{j}} d \log f(z)
\]

\[
= \frac{1}{2\pi i} \left( \sum_{i=1}^{g} 2\pi i n_{i} \int_{\gamma_{j}} dv_{i} - \sum_{k=1}^{n} \int_{\gamma_{j}} d \log \eta(z, p_{k}) \right)
\]

\[
= n_{j}
\]

for each \( j = 1, \ldots, g \) and

\[
\deg(f|_{\gamma_{0}}) = \frac{1}{2\pi i} \int_{\gamma_{0}} d \log f(z)
\]

\[
= \frac{1}{2\pi i} \int_{\partial \Omega} d \log f(z) - \sum_{j=1}^{g} \frac{1}{2\pi i} \int_{\gamma_{j}} d \log f(z)
\]

\[
= n - \sum_{j=1}^{g} n_{j}
\]

\[
= n_{0}.
\]

We now prove Theorem 1.3.

**Proof of Theorem 1.3.** By construction, it is clear that

\[
f^{-1}(0) = \{p_{1}, \ldots, p_{n}\}.
\]

Lemma 3.2 and the maximum modulus principle imply that \( |f(z)| < 1 \) for all \( z \in \Omega \). This implies that \( f \) is a finite map and hence is proper (see, for
example, Section 9.3 of [28]). The condition of the degree of each boundary is implied by Lemma 3.3.

As in [31], we obtain uniqueness as follows: Suppose that $f_1$ is a proper holomorphic maps in $P(\Omega)$ with zeros $p_1, \ldots, p_n$. Then using the Schwarz reflection principle, we obtain holomorphic maps $\tilde{f}_1, \tilde{f}$ from the associated compact Riemann surface $\overline{\Omega}/\Theta$ onto the Riemann sphere with zeros at $p_1, \ldots, p_n$ and poles at $\overline{p_1}^{-1}, \ldots, \overline{p_n}^{-1}$. Then $\frac{\tilde{f}_1}{f}$ has no zeros and poles and hence is constant. This constant is equal to $e^{i\theta}$ for some real $\theta$ because $|f| = 1$ on $\partial\Omega$ and $|f_1| \to 1$ as $z \to \partial\Omega$ (since $f_1$ is proper). This implies that $f_1 = e^{i\theta} f$. □

To prove Theorem 1.4, we will first need the following lemma which, in addition to (16), gives a link between $\eta_j$ and $\eta$.

**Lemma 3.4.** For $\eta_j$ as defined in the statement of Theorem 1.4, we have

$$k(p)\eta_j(z, p) \equiv \exp(-2\pi iv_j(z))\eta(z, p)$$

for some constant $k(p)$ not depending on $z$.

**Proof.** Since $\theta_j = \varphi_j \circ \varphi_0$, we have

$$\overline{p}^{-1} = \theta_j^{-1} \circ \varphi_j(p).$$

Hence

$$\exp(-2\pi iv_j(z))\eta(z, p) = \exp(-2\pi iv_j(z))\frac{\omega(z, p)}{|p|\omega(z, \overline{p}^{-1})} = \exp(-2\pi iv_j(z))\frac{\omega(z, p)}{|p|\omega(z, \theta_j^{-1} \circ \varphi_j(p))} = \tilde{k}(p)\frac{\omega(z, p)}{\omega(z, \varphi_j(p))}. \quad \text{(by (10))}$$

The result then follows from (15). □

**Proof of Theorem 1.4.** The expression for the proper holomorphic map $f$ follows directly from Lemma 3.4 and Theorem 1.3. It remains to show that if $\{p_{l,k} : l = 0, \ldots, g \text{ and } k = 0, \ldots, n_l - 1\}$ satisfy condition (2) then there exists a proper holomorphic map with these points as zeros.

Suppose that (2) is satisfied and let

$$f(z) = R \prod_{l=0}^{g} \prod_{k=0}^{n_l-1} \eta_l(z, p_{l,k})$$

where

$$R = \left[ \prod_{l=0}^{g} \prod_{k=0}^{n_l-1} \rho_{l,i}(p_{l,k}) \right]^{-1}$$
which does not depend on $i$. Then for $l = 0, \ldots, g$ and any $w \in \gamma_i$, $|\eta_l(w, p_{l,k})| = \rho_{l,i}(p_{l,k})$ which implies that
\[ |f(w)| = \left| R \prod_{l=0}^{g} \prod_{k=0}^{n_l-1} \eta_l(w, p_{l,k}) \right| = 1. \]
So $|f(w)| = 1$ for all $w \in \Omega$. As in the proof of Theorem 1.3 this implies that $f$ is proper. Then Theorem 1.3 and Lemma 3.4 imply that $\deg(f|_{\gamma_l}) = n_l$ for $l = 0, \ldots, g$.

4. Disconnectedness of Carathéodory balls.

Suppose that $\Omega$ is a circular domain of connectivity $g + 1$ ($g \geq 1$). In the introduction, we know from Grunsky’s work (see [17, 19]) that the supremum in the definition of the Möbius distance $c^*_\Omega(z_0, z)$ is proper. Then Theorem 1.3 and Lemma 3.4 imply that $\deg(f|_{\gamma_l}) = n_l$ for $l = 0, \ldots, g$.

Consider the $c^*_\Omega$ ball centered at $\bar{\rho}$ with radius $r$. This is
\[ B_{c^*_\Omega}(\bar{\rho}; r) = \{ z \in \Omega : c^*_\Omega(\bar{\rho}, z) < r \}. \]
From the definition of the Möbius distance, we can write this as
\[ B_{c^*_\Omega}(\bar{\rho}; r) = \{ z \in \Omega : \sup_{P \in Z_{\Omega, \bar{\rho}}} |\Phi_\Omega(z; \tilde{\rho}, P)| < r \} \]
\[ = \bigcap_{P \in Z_{\Omega, \bar{\rho}}} B_P(\bar{\rho}; r) \] (21)
where for each $P \in Z_{\Omega, \bar{\rho}}$,
\[ B_P(\bar{\rho}; r) := \{ z \in \Omega : |\Phi_\Omega(z; \tilde{\rho}, P)| < r \}. \]

We now describe the general strategy used to prove Theorem 1.1. Theorem 1.4 implies that $\Phi(\cdot, \tilde{\rho}, P_\xi)$ can be written as an infinite product of the functions $\eta_l$. We will find a domain $\Omega$ and a point $\zeta \in \Omega$ that is outside
a neighbourhood of $\tilde{p}$ so that one of the terms in the infinite product is arbitrarily small at the point $\zeta$ while the other terms are bounded. This will imply that $|\Phi(\zeta,\tilde{p},P_\zeta)|$ can also be made arbitrarily small. Using the fact that $\Phi(\tilde{p},\tilde{p},P_\zeta) = 0$, we will be able to find an $r > 0$ so that $B_{\tilde{p}}(\tilde{p};r)$ is disconnected. This, in turn, will allow us to establish Theorem 1.1.

We use the notation from previous sections: $\Omega$ is a circular domain with boundary circles $\gamma_0 = \partial \mathbb{D}$ and $\gamma_1, \ldots, \gamma_g \subset \mathbb{D}$. In order to apply Proposition 2.1 in the following arguments, we will further assume that all the centers of $\gamma_l$ are on the real axis so that (11) holds.

For $q \in \Omega$, let $\eta_\Omega(\cdot, q)$ be a conformal map of $\Omega$ onto a circularly slit disk with $\partial \mathbb{D}$ mapping to the $\partial \mathbb{D}$ and $q$ mapping to 0 and, for each $j = 1, \ldots, g$ and $q \in \Omega$, let $\eta_{\Omega,j}(\cdot, q)$ be a conformal map of $\Omega$ onto a circularly slit disk with $\gamma_j$ mapping to the $\partial \mathbb{D}$ and $q$ mapping to 0. We need the following lemma.

**Lemma 4.1.** For any given $j = 1, \ldots, g$, and sequence $\{q_n\} \subset \Omega$ with $q_n \to \gamma_j$, we have

$$|\eta_{\Omega,j}(\cdot, q_n)| \to 1 \text{ as } n \to \infty$$

locally uniformly in $\Omega$.

**Proof.** Suppose that $\{p_n\}$ is a sequence in $\Omega$ with $p_n \to \partial \mathbb{D}$. Using Proposition 2.1,

$$\eta_\Omega(w, p_n) = \prod_{\theta \in \Theta} \frac{m(\theta(w), p_n)}{m(\theta(1), p_n)}.$$ 

Since $|m(z,p)| = 1$ for any $p \in \partial \mathbb{D}$, we have for any compact set $K \subset \mathbb{D}$, $|m(\cdot, p_n)| \to 1$ as $n \to \infty$ uniformly on $K$. Here, we note that for $n$ sufficiently large, $m(\theta(\cdot), p_n)$ is bounded and does not vanish on $K$. Hence for all $\theta \in \Theta$,

$$\lim_{n \to \infty} \sup \log |m(\theta(w), p_n)| = 0.$$ 

Hence $\log |m(\theta(\cdot), p_n)|$ is bounded on $K$ and the bounded convergence theorem then implies that

$$\sup_{w \in K} \lim_{n \to \infty} \sum_{\theta \in \Theta} \log |m(\theta(w), p_n)| = \sup_{w \in K} \sum_{\theta \in \Theta} \lim_{n \to \infty} \log |m(\theta(w), p_n)| = 0.$$ 

Hence

$$|\eta_\Omega(\cdot, p_n)| \to 1$$

converges uniformly on $K$ as $n \to \infty$. Then the result follows by setting $p_n = \mu_j(q_n)$ and using (16). □

We can then give a sufficient condition on $\Omega$ that would guarantee that $\Omega$ satisfies Theorem 1.1. This is contained in the following result.

**Theorem 4.2.** Assume that $g \geq 2$. Suppose that for some distinct $j_1, j_2 \in \{1, \ldots, g\}$, there exist $\zeta \in \Omega$ satisfying

$$\lim_{q \to \gamma_{j_2}} \frac{|m(\zeta, q)|}{|m(\zeta, w)|} < \beta_1$$

(22)
for some $0 < \beta_1 < 1$, $0 < \beta_2 < \beta_1^{-1}$ and $w \in \gamma_{j_1}$. Then for some $\tilde{p} \in \Omega$ sufficiently close to $\gamma_{j_1}$ and $r_1 > r_2 = c_{\Omega}(\tilde{p}, \zeta).

i) $B_{c_{\Omega}}(\tilde{p}; r_1)$ is disconnected and relatively compact in $\Omega$;

ii) $\overline{B_{c_{\Omega}}(\tilde{p}; r_2)} \subseteq \overline{B_{c_{\Omega}}(\tilde{p}; r_2)}$.

Note that the conditions in the statement of the theorem do not depend on the choice of $w \in \gamma_{j_1}$ since the functions $\eta_{\Omega}(\cdot, q)$ and $\eta_{\Omega,j}(\cdot, q)$ have constant modulus on each boundary component. Theorem 4.1 will then follow from this theorem by finding a domain $\Omega$ in which (22) and (23) holds for some $\zeta \in \Omega$.

Proof of Theorem 4.2 Without loss of generality, we suppose $j_1 = 1$ and $j_2 = 2$. As $\tilde{p} \rightarrow \gamma_1$, we have $u_1(\tilde{p}) \rightarrow 1$ and $u_j(\tilde{p}) \rightarrow 0$ for each $j = 2, \ldots, g$. Then as $\tilde{p} \rightarrow \gamma_1$, the condition

$$u_j(\tilde{p}) + \sum_{k=1}^{g} u_j(p_k) = 1 \text{ for all } j = 1, \ldots, g$$

ensures that $u_1(p_k) \rightarrow 0$ for each $k = 1, \ldots, g$. Hence, for each $P \in \mathcal{Z}_{\Omega,\bar{p}}$, every element of $P$ will be close to each of the other boundary components of $\Omega$. In particular, for each $\zeta \in \Omega$, we can reorder the elements in $P_{\zeta} = \{p_1, \zeta, \ldots, p_g, \zeta\} \in \mathcal{Z}_{\Omega,\bar{p}}$ such that as $\tilde{p} \rightarrow \gamma_1$, we have $p_1, \zeta \rightarrow \partial \mathbb{D}$ and $p_j, \zeta \rightarrow \gamma_j$ for $j = 2, \ldots, g$. (24)

By Theorem 1.4 for $\zeta, w \in \Omega$ we can write

$$\frac{\Phi_{\Omega}(\zeta; \tilde{p}, P_{\zeta})}{\Phi_{\Omega}(w; \tilde{p}, P_{\zeta})} = \frac{|\eta_{\Omega}(\zeta, p_2, \zeta)|}{|\eta_{\Omega}(w, p_2, \zeta)|} \left| \frac{\eta_{\Omega,1}(\zeta, \tilde{p})}{\eta_{\Omega,1}(w, \tilde{p})} \right| \left| \frac{\eta_{\Omega,2}(\zeta, p_1, \zeta)}{\eta_{\Omega,2}(w, p_1, \zeta)} \right| \prod_{j=3}^{g} \left| \frac{\eta_{\Omega,j}(\zeta, p_j, \zeta)}{\eta_{\Omega,j}(w, p_j, \zeta)} \right|$$

where the product $\prod_{j=3}^{g} \left| \frac{\eta_{\Omega,j}(\zeta, p_j, \zeta)}{\eta_{\Omega,j}(w, p_j, \zeta)} \right|$ is assumed to be 1 when $g = 2$.

By conditions (22) and (23), we can find $\tilde{p}$ sufficiently close to $\gamma_1$ such that for any $w \in \gamma_1$,

$$|\eta_{\Omega}(\zeta, p_2, \zeta)| < \beta_1 |\eta_{\Omega}(w, p_2, \zeta)|$$

$$|\eta_{\Omega,2}(\zeta, p_1, \zeta)| < \beta_2 |\eta_{\Omega,2}(w, p_1, \zeta)|.$$

Hence

$$|\eta_{\Omega}(\zeta, p_2, \zeta)||\eta_{\Omega,2}(\zeta, p_1, \zeta)| < \beta_1 \beta_2 |\eta_{\Omega}(w, p_2, \zeta)||\eta_{\Omega,2}(w, p_1, \zeta)|$$

$$< |\eta_{\Omega}(w, p_2, \zeta)||\eta_{\Omega,2}(w, p_1, \zeta)|$$

since $\beta_1 \beta_2 < 1$.

Taking such a value of $\tilde{p}$ and $0 < \epsilon < 1$ sufficiently close to 1 such that $\beta_1 \beta_2 < \epsilon$, define $\rho > 0$ by

$$\rho = \epsilon |\eta_{\Omega}(w, p_2, \zeta)||\eta_{\Omega,2}(w, p_1, \zeta)|$$

for some $w \in \gamma_1$ such that

$$|\eta_{\Omega}(\zeta, p_2, \zeta)||\eta_{\Omega,2}(\zeta, p_1, \zeta)| < \rho < |\eta_{\Omega}(\tilde{p}, p_2, \zeta)||\eta_{\Omega,2}(\tilde{p}, p_1, \zeta)|.$$
For the reasons mentioned previously, the definition of $\rho$ does not depend on the choice of $w \in \gamma_1$. Let

$$L = \{ u \in \Omega : |\eta_2(u, p_2, \zeta)| |\eta_2(u, p_1, \zeta)| = \rho \}.$$  

Then $L$ is a closed (and hence compact) subset of $\Omega$ and any path from $\bar{p}$ to $\zeta$ in $\Omega$ must intersect $L$. Notice that we have for any $u \in L$,

$$|\eta_1(\zeta, p_2, \zeta)||\eta_2(\zeta, p_1, \zeta)| < \frac{\beta_1 \beta_2}{\epsilon} |\eta_1(u, p_2, \zeta)||\eta_2(u, p_1, \zeta)|.$$  

Then (25) implies that we can find $\bar{p}$ sufficiently close to $\gamma_1$ such that for any $u \in L$,

$$\left| \frac{\eta_1(\zeta, p_2, \zeta)}{\eta_1(u, p_2, \zeta)} \right| < \frac{\beta_1 \beta_2}{\epsilon} < 1.$$  

From (24) and Lemma 4.1 for each $j = 3, \ldots, g$,

$$\left| \frac{\eta_{j,1}(\zeta, \bar{p})}{\eta_{j,1}(u, \bar{p})} \right| \to 1 \quad \text{and} \quad \left| \frac{\eta_{j,2}(\zeta, p_j, \zeta)}{\eta_{j,2}(u, p_j, \zeta)} \right| \to 1 \quad \text{as} \quad \bar{p} \to \gamma_1$$

and this convergence is uniform for $u$ in the compact set $L$. Hence, for $u \in L$,

$$\lim_{\bar{p} \to \gamma_1} \left| \frac{\Phi_{\Omega}(\zeta; \bar{p}, P_j)}{\Phi_{\Omega}(u; \bar{p}, P_j)} \right| = \lim_{\bar{p} \to \gamma_1} \left| \frac{\eta_1(\zeta, p_2, \zeta)}{\eta_1(u, p_2, \zeta)} \right| \left| \frac{\eta_{j,2}(\zeta, p_j, \zeta)}{\eta_{j,2}(u, p_j, \zeta)} \right| < 1.$$  

It follows from (26) that for $\bar{p}$ sufficiently close to $\gamma_1$,

$$\left| \frac{\Phi_{\Omega}(\zeta; \bar{p}, P_j)}{\Phi_{\Omega}(u; \bar{p}, P_j)} \right| < 1$$

for all $u \in L$. Since $L$ is compact, we can find $0 < r_1 < 1$ such that

$$|\Phi_{\Omega}(\zeta; \bar{p}, P_j)| < r_1 < |\Phi_{\Omega}(u; \bar{p}, P_j)|$$

for all $u \in L$. Notice that (20) implies that $c_{\Omega}^*(\bar{p}, \zeta) < r_1$ and therefore $\bar{p}, \zeta \in B_{c_{\Omega}^*}(\bar{p}; r_1)$. As $r_1 < |\Phi_{\Omega}(u; \bar{p}, P_j)|$ for all $u \in L$, $L \cap B_{c_{\Omega}^*}(\bar{p}; r_1) = \emptyset$. Then (21) implies that $L \cap B_{c_{\Omega}^*}(\bar{p}; r_1) = \emptyset$. Since any path in $\Omega$ from $\bar{p}$ to $\zeta$ must intersect $L$, we conclude that $B_{c_{\Omega}^*}(\bar{p}; r_1)$ is disconnected. Also $B_{c_{\Omega}^*}(\bar{p}; r_1)$ is relatively compact as its closure is bounded.

Finally, since $B_{c_{\Omega}^*}(\bar{p}; r_1)$ is disconnected, there exists a connected component of it which does not contain $\bar{p}$. Let $S$ be such a component and $C$ be the union of all the other components so that $B_{c_{\Omega}^*}(\bar{p}; r_1) = S \cup C$ and $S \cap C = \emptyset$. Let $r_2 = \inf\{ c_{\Omega}^*(\bar{p}, z) : z \in \overline{S} \}$. Notice that $B^*_{c_{\Omega}^*}(\bar{p}; r_2)$ is compact and hence so is $\overline{S}$. As $c_{\Omega}^*(\bar{p}, z)$ is a continuous function in $z$, there exists some $\xi \in \overline{S}$ such that $0 < r_2 = c_{\Omega}^*(\bar{p}, \xi) < r_1$. Clearly, $\xi \in B^*_{c_{\Omega}^*}(\bar{p}; r_2)$, $\overline{S} \cap B^*_{c_{\Omega}^*}(\bar{p}; r_2) = \emptyset$ and $B^*_{c_{\Omega}^*}(\bar{p}; r_2) \subset B_{c_{\Omega}^*}(\bar{p}; r_1) = S \cup C$. It follows from $\overline{S} \cap B_{c_{\Omega}^*}(\bar{p}; r_2) = \emptyset$ that $B_{c_{\Omega}^*}(\bar{p}; r_2) \cap S = \emptyset$ and hence $B_{c_{\Omega}^*}(\bar{p}; r_2) \subset C$. Since $S \cap C = \emptyset$, we have $\overline{B_{c_{\Omega}^*}(\bar{p}; r_2)} \cap \overline{S} = \emptyset$. As $\xi \in \overline{S}$, we must have $\overline{B_{c_{\Omega}^*}(\bar{p}; r_2)} \subseteq B_{c_{\Omega}^*}(\bar{p}; r_2)$.

\[ \square \]

It remains to find a domain $\Omega$ and a point $\zeta \in \Omega$ that satisfies (22) and (23). We first need to introduce further notation. For $\tilde{r} > 0$, let $\{ \tilde{\gamma}_r \subset \mathbb{D} : r \in (0, \tilde{r}] \}$ be a family of concentric circles in $\mathbb{D}$ such that $\tilde{\gamma}_r$
has radius \( r \). Let \( \gamma_1, \ldots, \gamma_{g-1} \subset \mathbb{D} \) be disjoint circles so that they together with the unit circle bound a circular domain \( \Omega^\ast \). If we further assume that \( \gamma_j \cap \gamma_r = \emptyset \) for any \( r \in (0, \tilde{r}] \) and \( j = 1, \ldots, g - 1 \), then we define the family of \( g + 1 \) connected domains \( \{ \Omega_r : r \in (0, \tilde{r}] \} \) such that \( \Omega_r \) is the circular domain bounded by the unit circle and the circles \( \gamma_1, \ldots, \gamma_{g-1} \) and \( \gamma_r \). We first need the following lemma.

**Lemma 4.3.** Suppose that \( r \in (0, \tilde{r}] \) and let \( \eta_r = \eta_{\Omega_r} \). Then as \( r \to 0 \),

\[
\eta_r(w, p) \to \eta_{\Omega^\ast}(w, p)
\]

uniformly in \( \overline{\Omega_r} \times \overline{\Omega_r} \).

**Proof.** For \( r \in (0, \tilde{r}] \), let \( \Theta_r \) denote the Schottky group associated with \( \Omega_r \). Similarly, let \( \Theta^\ast \) denote the Schottky group associated with \( \Omega^\ast \). Then (using the notation from Section 2), \( \Theta^\ast = \langle \theta_1, \ldots, \theta_{g-1}, \theta_1^{-1}, \ldots, \theta_{g-1}^{-1} \rangle \) and \( \Theta_r = \langle \theta_1, \ldots, \theta_{g-1}, \tilde{\theta}_r, \theta_1^{-1}, \ldots, \theta_{g-1}^{-1}, \tilde{\theta}_r^{-1} \rangle \) where \( \tilde{\theta}_r \) is the element in \( \Theta_r \) associated with \( \gamma_r \). Using Proposition 2.1,

\[
\eta_r(w, p) = \eta_{\Theta^\ast}(w, p) \prod_{\theta \in T_r} \frac{m(\theta(w), p)}{m(\theta(1), p)}
\]

where \( T_r = \Theta_r \setminus \Theta^\ast \). Notice that \( \tilde{\theta}_r(z) = \alpha + \frac{r^2 z}{1 - \alpha z} \) where \( \alpha \in \mathbb{D} \setminus \Omega_r \) is the center of \( \gamma_r \). It follows that

\[
\lim_{r \to 0} \sup_{w \in \overline{\Omega_r}} \left| \tilde{\theta}_r(w) - \alpha \right| = 0.
\]

Similarly,

\[
\lim_{r \to 0} \sup_{w \in \overline{\Omega_r}} \left| \tilde{\theta}_r^{-1}(w) - \alpha^{-1} \right| = 0.
\]

Together with the observation that any \( \theta \in T_r \) has at least one \( \tilde{\theta}_r \) or \( \tilde{\theta}_r^{-1} \) in its compositions of the generators of \( \Theta_r \), we have for any \( \theta \in T_r \), there exists some complex number \( \nu \) such that

\[
\lim_{r \to 0} \sup_{w \in \overline{\Omega_r}} |\theta(w) - \nu| = 0
\]

and in particular \( \lim_{r \to 0} \theta(1) = \nu \). Hence

\[
\lim_{r \to 0} \sup_{(w, p) \in \overline{\Omega_r}^2} \log \left| \frac{m(\theta(w), p)}{m(\theta(1), p)} \right| = 0.
\]

Here we use the fact that \( \frac{m(\theta(w), p)}{m(\theta(1), p)} \) does not vanish for \( (w, p) \in \overline{\Omega_r}^2 \) for \( \theta \in T_r \). As \( \log \left| \frac{m(\theta(w), p)}{m(\theta(1), p)} \right| \) is bounded for \( (w, p) \in \overline{\Omega_r}^2 \), by the bounded convergence theorem, we deduce that

\[
\sup_{(w, p) \in \overline{\Omega_r}^2} \lim_{r \to 0} \sum_{\theta \in T_r} \log \left| \frac{m(\theta(w), p)}{m(\theta(1), p)} \right| = \sup_{(w, p) \in \overline{\Omega_r}^2} \sum_{\theta \in T_r} \lim_{r \to 0} \log \left| \frac{m(\theta(w), p)}{m(\theta(1), p)} \right| = 0.
\]
Notice that $T_r$ is a countable set and we can order elements of $T_r$ as $\theta_1, \theta_2, \ldots$ where each $\theta_i$ depends on $r$. Then $\sum_{\theta \in T_r}$ is understood to be $\sum_{i=1}^{\infty}$. Thus,

$$\sup_{(w,p) \in \Omega_r} \left| \prod_{\theta \in T_r} \frac{m(\theta(w), p)}{m(\theta(1), p)} - 1 \right| \to 0 \text{ as } r \to 0.$$ 

Therefore, using (27),

$$\sup_{(w,p) \in \Omega_r} \left| \eta_r(w, p) - \eta_{\Omega^*}(w, p) \right| = \sup_{(w,p) \in \Omega_r} \left| \prod_{\theta \in T_r} \frac{m(\theta(w), p)}{m(\theta(1), p)} - 1 \right| \to 0$$

as $r \to 0$. This completes the proof.

We also need the following lemma.

\textbf{Lemma 4.4.} Let $\tilde{\eta}_r$ denote the conformal map of $\Omega_r$ onto a circularly slit disk with $\tilde{\gamma}_r$ mapping onto $\partial \mathbb{D}$ and 1 mapping to 1. Let $A \subset \Omega_r$ and let $K$ be a compact set in $\Omega_r$ such that $K \cap \bar{A} = \emptyset$. Then there exists $M_1, M_2 > 0$ such that

$$\inf\left\{ |\eta_r(w, q)| : w \in K, q \in A, r \in (0, \hat{r}] \right\} > M_1$$

and

$$\sup\left\{ |\eta_r(w, q)| : w \in K, q \in A, r \in (0, \hat{r}] \right\} < M_2$$

\textbf{Proof.} Consider the family of functions

$$\mathcal{F} = \{ \tilde{\eta}_r(\cdot, q) : q \in A, r \in (0, \hat{r}] \}.$$ 

This family is uniformly bounded on a neighbourhood of $\Omega_r$ and is non-zero on $K$ as the zeros of functions in $\mathcal{F}$ are in $A$ which is disjoint from $K$. By Montel’s theorem, $\mathcal{F}$ forms a normal family which means $\mathcal{F}$ is pre-compact in the topology of local uniform convergence and clearly $M_2$ exists. Now if $h_0 \in \mathcal{F}$ attains $\inf_{h \in \mathcal{F}} \min\{|h(w)| : w \in K\}$. Then $h_0$ is the limit of some sequence in $\mathcal{F}$ and hence $h_0$ cannot have any zero in $K$. Thus $\min\{|h_0(w)| : w \in K\} > 0$ and $M_1$ exists.

We can now prove Theorem 1.1.

\textbf{Proof of Theorem 1.1.} As mentioned previously, we need to show the existence of $\Omega$ and $\zeta$ that satisfies (22) and (23) in Theorem 4.2. Using the notation in Lemma 4.3, note that

$$\lim_{\zeta,q \to \alpha} \left| \eta_{\Omega^*}(\zeta, q) \right| \to 0$$

\iffalse
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as $r \to 0$. This completes the proof.
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$$\mathcal{F} = \{ \tilde{\eta}_r(\cdot, q) : q \in A, r \in (0, \hat{r}] \}.$$ 

This family is uniformly bounded on a neighbourhood of $\Omega_r$ and is non-zero on $K$ as the zeros of functions in $\mathcal{F}$ are in $A$ which is disjoint from $K$. By Montel’s theorem, $\mathcal{F}$ forms a normal family which means $\mathcal{F}$ is pre-compact in the topology of local uniform convergence and clearly $M_2$ exists. Now if $h_0 \in \mathcal{F}$ attains $\inf_{h \in \mathcal{F}} \min\{|h(w)| : w \in K\}$. Then $h_0$ is the limit of some sequence in $\mathcal{F}$ and hence $h_0$ cannot have any zero in $K$. Thus $\min\{|h_0(w)| : w \in K\} > 0$ and $M_1$ exists.

We can now prove Theorem 1.1.

\textbf{Proof of Theorem 1.1.} As mentioned previously, we need to show the existence of $\Omega$ and $\zeta$ that satisfies (22) and (23) in Theorem 4.2. Using the notation in Lemma 4.3, note that

$$\lim_{\zeta,q \to \alpha} \left| \eta_{\Omega^*}(\zeta, q) \right| \to 0$$

\fi
for $w \in \gamma_1$. Here we have used the the continuity of $\eta_{\Omega'}(\cdot, \cdot)$ and the fact that $\eta_{\Omega'}(q, q) = 0$. Then Lemma 4.3 implies that for $\epsilon > 0$, we can find $r > 0$ sufficiently small and $\zeta, q$ sufficiently close to $\bar{\gamma}_r$ such that

$$\left| \frac{\eta_r(\zeta, q)}{\eta_r(w, q)} \right| < \epsilon$$

for $w \in \gamma_1$. Now, Lemma 4.4 implies that

$$\left| \tilde{\eta}_r(\zeta, q) - \tilde{\eta}_r(w, q) \right|$$

is bounded. Hence for $\epsilon$ sufficiently small and for $\gamma_{j1} = \gamma_1$ and $\gamma_{j2} = \bar{\gamma}_r$, (22) and (23) hold for this $\Omega_r$ and $\zeta$. This completes the proof. □

5. The parameter space of proper holomorphic maps.

We will now prove Theorem 1.6. Recall that, from the definition of harmonic measure, $u_j(w) = \delta_{jl}$ for $w \in \gamma_l$. Hence, if $w_{l,k} \in \gamma_l$ for $l = 0, \ldots, g$; $k = 0, \ldots, n_l - 1$, then for each $1 \leq j \leq g$, we have

$$\sum_{l=0}^{g} \sum_{k=0}^{n_l-1} u_j(w_{l,k}) = \sum_{k=0}^{n_j-1} u_j(w_{j,k}) = n_j. \quad (28)$$

In other words, the condition (1) is satisfied when the points $p_i$ are replaced by the boundary points $w_{l,k}$. The idea of the proof is to use the implicit function theorem to find points in $\Omega$ sufficiently close to the boundary such that the condition (1) is satisfied by these points. We are then guaranteed a proper map with zeros at these points and with the required degree on each boundary component of $\Omega$. Once we obtain such a proper map, we can then use this to find a proper map which satisfies the desired properties. Uniqueness of the proper map will also follow as a consequence of the implicit function theorem. We will first need the following lemmas.

Lemma 5.1. Suppose $f \in P_\nu(\Omega)$ and $\zeta \in D$. Let $q_1, \ldots, q_n \in \Omega$ be the preimages of $\zeta$ under $f$. Then $q_1, \ldots, q_n$ satisfy the condition (1). Conversely, if $q_1, \ldots, q_n \in \Omega$ satisfy the condition (1), then there exists $f \in P_\nu(\Omega)$ with $f(1) = 1$ such that the pre-image of $\zeta$ under $f$ is $q_1, \ldots, q_n$. Consequently, for any $p \in \Omega$, there exists $f \in P_\nu(\Omega)$ with $f(1) = 1$, $f(p) = 0$ and

$$f(q_1) = f(q_2) = \cdots = f(q_n).$$

Proof. Let $\mu$ be a Möbius transformation that fixes $D$ and maps $\zeta$ to 0. Then $\mu \circ f \in P_\nu(\Omega)$ and has zeros $q_1, \ldots, q_n$. Hence, $q_1, \ldots, q_n$ satisfy the condition (1).

Conversely, if $q_1, \ldots, q_n \in \Omega$ satisfy the condition (1), then there exists a proper holomorphic map $g \in P_\nu(\Omega)$ such that $g(q_k) = 0$ for $k = 1, \ldots, n$. Let $\mu$ be a Möbius transformation that fixes $D$ and maps 0 to $\zeta$ and $g(1)$ to 1. Then $f = \mu \circ g$ satisfies the required conditions. For the final statement, it suffices to consider $\tilde{\mu} \circ f$ where $\tilde{\mu}$ is a Möbius transformation that fixes $D$ and maps $f(p)$ to 0 and $f(1)$ to 1. □
We shall need the following version of Hopf’s lemma (see p.44 of [15]).

**Lemma 5.2.** Suppose $D$ is a non-degenerate finitely connected domain in $\mathbb{C}$ whose boundary $\partial D$ consists of Jordan curves. Let $\gamma \subset \partial D$ be an analytic arc and $u$ be a harmonic function in $D$. If $\lim_{z \to \zeta} u(z) = 0$ for all $\zeta \in \gamma$, then there is an open set $W$ containing $\gamma \cup D$ such that $u$ extends to be harmonic on $W$. If also $u(z) < 0$ in $D$, then the $\frac{\partial u}{\partial n}(\zeta) > 0$ for all $\zeta \in \gamma$. Here $n$ is the unit normal vector pointing out from the domain $D$.

**Lemma 5.3.** Suppose that $w_1, \ldots, w_g$ satisfy $w_j \in \gamma_j$. Let $U$ be the $g$-by-$g$ matrix whose entry in the $j$-th row and $k$-th column is $u'_j(w_k) = \frac{\partial u_j}{\partial n}(w_k)$. Then $U$ is non-singular.

**Proof.** We will show that the rows of $U$ are linearly independent over $\mathbb{R}$. The rows of $U$ are the vectors $$x_j = (u'_j(w_1), \ldots, u'_j(w_g)) \quad \text{for } j = 1, \ldots, g.$$ Take $\alpha_1, \ldots, \alpha_g \in \mathbb{R}$ and define $$\Psi(z) = \sum_{j=1}^{g} \alpha_j u_j(z).$$ Then $\Psi$ is harmonic and takes the value $\alpha_j$ on $\gamma_j$ for $j = 1, \ldots, g$ and 0 on $\gamma_0$. Then $$\alpha_1 x_1 + \cdots + \alpha_g x_g = 0 \iff \sum_{j=1}^{g} \alpha_k u'_j(w_k) = 0 \quad \text{for all } k = 1, \ldots, g \iff \frac{\partial \Psi}{\partial n}(w_k) = 0 \quad \text{for all } k = 1, \ldots, g.$$ By relabelling the boundary components of $\Omega$ if necessary, we can assume that $\alpha_1 \geq \alpha_j$ for $j = 2, \ldots, g$. Now, suppose (for a contradiction) that $\Psi$ is non-constant. The maximum principle of harmonic functions implies that $\Psi(z) < \alpha_1$ for all $z \in \Omega$ and hence, by Lemma 5.2, $\frac{\partial \Psi}{\partial n}(w) \neq 0$ for $w \in \gamma_1$. This is a contradiction since $\frac{\partial \Psi}{\partial n}(w_1) = 0$. Hence we must have $\Psi(z) \equiv 0$ (because $\Psi(z) \equiv 0$ on $\gamma_0$). Thus we conclude that $\alpha_1 = \cdots = \alpha_g = 0$ and so $x_1, \ldots, x_g$ are linearly independent over $\mathbb{R}$. \hfill \Box

We now prove Theorem 1.6.

**Proof of Theorem 1.6.** Take $p \in \Omega$ and $w_{l,k} \in \gamma_l$ for $l = 0, \ldots, g$ and $k = 0, \ldots, n_l - 1$. We will construct a proper holomorphic map $F \in \mathcal{P}_p(\Omega)$ satisfying $F(p) = 0$ and $F(w_{l,k}) = 1$ for all $l = 0, \ldots, g$ and $k = 0, \ldots, n_l - 1$. 
For each \( l = 0, \ldots, g \) and \( k = 0, \ldots, n_l - 1 \), let \( \mathbf{n}_{l,k} \) be the unit normal vector of \( \gamma_l \) at \( w_{l,k} \), pointing towards the interior of \( \Omega \). Then for \( r_{l,k} \in (-\varepsilon, \varepsilon) \), we consider the normal line of \( \gamma_l \) at \( w_{l,k} \),

\[
    w_{l,k} + r_{l,k} \mathbf{n}_{l,k}.
\]

We will apply the implicit function theorem to the following system of equations

\[
    \left[ \sum_{i=0}^{g} \left( u_j(w_{l,0} + r_{l,0} \mathbf{n}_{l,0}) + \sum_{k=1}^{n_j-1} u_j(w_{l,k} + r_{l,k} \mathbf{n}_{l,k}) \right) \right] - n_j = 0, \tag{29}
\]

where \( j = 1, \ldots, g \). Here and in the following argument, we assume that for any \( l \) with \( n_l = 1 \), \( \sum_{k=1}^{n_j-1} \) is taken as an empty sum. The left-hand side of this system of equations is well-defined for sufficiently small positive \( \varepsilon \) because by Lemma 5.2 or the Schwarz reflection principle, we can extend each \( u_j \) to a harmonic function in a neighborhood \( W \) of \( \Omega \). Notice that \( u_j(z) > 1 \) for any \( z \in W \) and inside the open disk bounded by \( \gamma_j \) while \( u_j(z) < 0 \) for any \( z \in W \) and in the open disk bounded by \( \gamma_i \) for any \( i \neq j \). Let

\[
    \mathcal{F}_j(0, 0, \ldots, r_{g,0}, 0, 0, \ldots, r_{0,n_0-1}, r_{1,1}, \ldots, 0, 0, \ldots, 0) = \left[ \sum_{i=0}^{g} \left( u_j(w_{l,0} + r_{l,0} \mathbf{n}_{l,0}) + \sum_{k=1}^{n_j-1} u_j(w_{l,k} + r_{l,k} \mathbf{n}_{l,k}) \right) \right] - n_j
\]

and \( F : (-\varepsilon, \varepsilon)^g \times (-\varepsilon, \varepsilon)^{n_g-g} \subset \mathbb{R}^g \times \mathbb{R}^{n_g-g} \to \mathbb{R}^g \) be defined by \( F = (F_1, \ldots, F_g) \). From equation (28), we have at \( (0, 0) \in \mathbb{R}^g \times \mathbb{R}^{n_g-g}, F(0, 0) = 0 \). Notice that for \( 1 \leq i, j \leq g \), \( \frac{\partial F_i}{\partial x_0}(0, 0) = \frac{\partial u_j}{\partial x_0}(w_{l,0}) \) by the definition of normal derivative and hence by Lemma 5.3 \( \det((\frac{\partial F_i}{\partial x_0}(0, 0))) \neq 0 \). Thus the implicit function theorem guarantees that there exist \( 0 < \varepsilon_0, \varepsilon_1 < \varepsilon \) and \( g : (-\varepsilon_0, \varepsilon_0)^g \to (-\varepsilon_1, \varepsilon_1)^g \) of class \( C^1 \) such that, in \( (-\varepsilon_0, \varepsilon_0)^g \times (-\varepsilon_1, \varepsilon_1)^{n_g-g} \),

\[
    F(r_0, r_1) = 0 \iff r_0 = g(r_1).
\]

For each \( l = 0, \ldots, g \) such that \( n_l > 1 \) and \( k = 1, \ldots, n_l - 1 \), we want to construct a parametrized straight line \( w_{j,k} : [0, T] \to \Omega \) such that \( w_{j,k}(t) = w_{j,k}(t) + r_{j,k}(t) \mathbf{n}_{j,k}, 0 \leq r_{j,k}(t) < \varepsilon_1 \) and \( u_j(w_{j,k}(t)) = 1 - \frac{t}{n_j-1} \). Recall that \( u_j(w) = \delta_j \) for \( w \in \gamma_j \). Hence by the maximum principle of harmonic function, we have \( u_j(z) < 1 \) for all \( z \in \Omega \). It follows from Lemma 5.2 that \( \frac{\partial u_j}{\partial n}(w) \neq 0 \) for any \( w \in \gamma_j \). This implies that \( u_j \) has no critical points on \( \gamma_j \). Hence the level curve in \( \Omega \) defined by \( u_j(z) = 1 - \frac{t}{n_j-1} \) is a Jordan curve close to \( \gamma_j \) for all sufficiently small positive \( t \). We then define \( w_{j,k}(t) = w_{j,k}(t) + r_{j,k}(t) \mathbf{n}_{j,k} \) to be the point on this level curve that intersects the normal line at \( w_{j,k} \). We also need to define the parametrized straight line \( w_{0,0}(t) = w_{0,0} + r_{0,0}(t) \mathbf{n}_{0,0} \). Note that \( \sum_{k=1}^{n_j-1} \left( 1 - u_j(w_{j,k}(t)) \right) = t \) tends to \( 0 \) as \( t \to 0 \). On the other hand, \( u_j(w_{0,0}) = 0 \) and \( u_j(z) > 0 \) in \( \Omega \). By Lemma 5.2 \( \frac{\partial u_j}{\partial n}(w_{0,0}) < 0 \). Let \( r_{0,0}(t) = \frac{1}{\alpha}t \) where \( 0 < \alpha < |\frac{\partial u_j}{\partial n}(w_{0,0})| \) for each \( 1 \leq j \leq g \). Then the derivative of \( u_j(w_{0,0} + r_{0,0}(t) \mathbf{n}_{0,0}) \) at \( t = 0 \) is
strictly greater than 1. Since $u_j(w_{0,0}(0)) = 0 = \sum_{k=1}^{n_j-1} (1 - u_j(w_{j,k}(0)))$, we then have

$$u_j(w_{0,0}(t)) > \sum_{k=1}^{n_j-1} (1 - u_j(w_{j,k}(t)))$$

(30)

for each $j = 1, \ldots, g$ and $t \in (0, T]$ for sufficiently small positive $T$.

Then for these $n - g$ parametrized lines $w_{0,0}(t)$ and $w_{T,k}(t)$, by the implicit function theorem, there exist corresponding unique $w_{1,0}(t), \ldots, w_{g,0}(t)$ such that

$$\sum_{l=0}^{g} \sum_{k=0}^{n_l-1} u_j(w_{l,k}(t)) = n_j.$$

We claim that all the $n$ points $w_{l,k}(t)$ are contained in $\Omega$. We only need to show that $w_{j,0}(t) \in \Omega$ for each $j = 1, \ldots, g$. We first notice that by (30), we have

$$n_j = \sum_{l=0}^{g} \sum_{k=0}^{n_l-1} u_j(w_{l,k}(t))$$

$$\geq \sum_{i=1}^{g} u_j(w_{i,0}(t)) + u_j(w_{0,0}(t)) + \sum_{k=1}^{n_j-1} u_j(w_{j,k}(t))$$

$$= \sum_{i=1}^{g} u_j(w_{i,0}(t)) + (n_j - 1) - (n_j - 1) + u_j(w_{0,0}(t)) + \sum_{k=1}^{n_j-1} u_j(w_{j,k}(t))$$

$$> \sum_{i=1}^{g} u_j(w_{i,0}(t)) + (n_j - 1).$$

Hence,

$$1 > \sum_{i=1}^{g} u_j(w_{i,0}(t))$$

(31)

for each $1 \leq j \leq g$.

Suppose (for a contradiction) that for some $1 \leq i_1 \leq g$, $w_{i_1,0}(t) \notin \Omega$ for all $t \in [0, T]$, then $u_{i_1}(w_{i_1,0}(t)) \geq 1$. Since $\sum_{i=1}^{g} u_j(w_{i,0}(t)) < 1$, we must have some different $1 \leq i_2 \leq g$ such that $u_{i_2}(w_{i_2,0}(t)) \leq 0$ and hence $w_{i_2,0}(t) \notin \Omega$. In fact $w_{i_1,0}(t)$ and $w_{i_2,0}(t)$ are inside the disks bounded by the boundary circles $\gamma_{i_1}$ and $\gamma_{i_2}$ respectively. Let us assume that $i_1 = 1$ and $i_2 = 2$. If we define $u_A$ to be the harmonic measure of $\Omega$ with respect to $A \subset \partial \Omega$. Then $u_1 + u_2 = u_{1 \cup 2}$ on $\Omega$ because the two harmonic functions $u_1$ and $u_2$ and $u_{1 \cup 2}$ have the same boundary values on $\partial \Omega$. Like what we have done before, we will also extend $u_{1 \cup 2}$ to the neighborhood $W$ of $\Omega$ so that we still have $u_1 + u_2 = u_{1 \cup 2}$ on $W$. For this extended $u_{1 \cup 2}$, we know that $u_{1 \cup 2}(z) \geq 1$ for any $z \in W$ and inside the closed disks bounded by $\gamma_1$ and $\gamma_2$. Hence we have $u_{1 \cup 2}(w_{1,0}(t)) \geq 1$ and $u_{1 \cup 2}(w_{2,0}(t)) \geq 1$ for $t \in (0, T]$. In general, we can also define harmonic measures for any union of the boundary components $\gamma_j$. Each such harmonic measure can then be
extended across the boundary components so that the extension is greater than 1 if it passes a boundary on which the harmonic measure is 1 and less than zero if it passes a boundary on which the harmonic measure is 0.

Summing up (31) for \( j = 1 \) and 2, we have

\[
2 > \sum_{i=1}^{g} u_{\gamma_1 \cup \gamma_2}(w_{i,0}(t)).
\]

This implies that there must be some \( i_3 \) different from 1 and 2 such that

\[ u_{\gamma_1 \cup \gamma_2}(w_{i_3,0}(t)) < 0 \]

and we may simply assume \( i_3 = 3 \). Then \( w_{3,0}(t) \) will be inside the open disk bounded by \( \gamma_3 \). Continuing inductively, we conclude that for each \( 1 \leq j \leq g \), \( w_{j,0}(t) \) is inside the open disk bounded by \( \gamma_j \) so that \( u_0(w_{j,0}(t)) < 0 \) for any \( 1 \leq j \leq g \).

Now summing up (31) from \( j = 1 \) to \( g \), we have

\[
g > \sum_{i=1}^{g} \sum_{j=1}^{g} u_j(w_{i,0}(t)) = \sum_{i=1}^{g}(1 - u_0(w_{i,0}(t))) = g - \sum_{i=1}^{g} u_0(w_{i,0}(t)) > g
\]

which is a contradiction. Here, we have used the fact that \( u_0 + \cdots + u_g \equiv 1 \) on \( \Omega \) (because the harmonic function \( u_0 + \cdots + u_g \) has boundary value 1 on \( \partial \Omega \)).

Therefore for any \( t \in (0, T] \), the points \( w_{l,k}(t) \in \Omega \) for \( l = 0, \ldots, g \) and \( k = 0, \ldots, n_l - 1 \) satisfy the condition (1). Lemma 5.1 implies that there exists a proper holomorphic map \( F_t \in \mathcal{P}(\Omega) \) with \( F_t(p) = 0 \), \( F_t(1) = 1 \) such that \( F_t(w_{l,k}(t)) \) does not depend on \( l \) and \( k \). By the Schwarz reflection principle, each \( F_t \) can be extended to a holomorphic map from a domain \( W \) containing \( \overline{\Omega} \) into some compact set \( V \subset \mathbb{C} \). Then \( \{ F_{t_n} : n \in \mathbb{N}, \frac{1}{n} \in (0, T'] \} \) forms a normal family on \( V \) by Montel’s Theorem.

By passing to a convergent subsequence \( f_n \), we can define \( f : W \to V \) to be the local uniform limit of \( f_n \) in \( W \) as \( n \to \infty \). Then \( f \) is a non-constant holomorphic in \( \Omega \) and \( f(p) = 0 \). Notice that for any two distinct \( w_{l,k} \) and \( w_{l',k'} \), we have \( f(w_{l,k}) = f(w_{l',k'}) \). Here, we use the fact that

\[
|f(w_{l,k}) - f(w_{l',k'})| \leq |f(w_{l,k}) - f_n(w_{l,k}(\frac{1}{n}))| + |f_n(w_{l,k}(\frac{1}{n})) - f(w_{l',k'})|
\]

and

\[
|f(w_{l,k}) - f_n(w_{l,k}(\frac{1}{n}))| \to 0 \text{ as } n \to \infty \text{ because } f_n \to f \text{ uniformly in any compact subset of } W \text{ containing } w_{l,k}.
\]

Since \( |f_n(w_{l,k})| = 1 \), we deduce that \( f(w_{l,k}) \) takes the same value in \( \partial \mathbb{D} \) for any \( w_{l,k} \). By composing with a rotation, we can assume that \( f(w_{l,k}) = 1 \) for any \( l \) and \( k \). Then, the set of zeros of \( f \) are the limits of the zeros of \( f_n \) as \( n \to \infty \). By the continuity of harmonic measure, the zeros of \( f \) also satisfy the condition (1) and, by continuity of \( \eta(w, \cdot) \), we deduce that \( f \) takes the form in Theorem 1.3 and hence \( f \) is proper.

We now prove the uniqueness part. Suppose that there exists two proper holomorphic maps \( f_1, f_2 \in \mathcal{P}_n(\Omega) \) that satisfy conditions (i), (ii) and (iii) from the statement in the theorem, i.e. \( f_1(p) = f_2(p) = 0; f_1(w_{l,k}) = 1 = f_2(w_{l,k}) \) for all \( w_{l,k} \) and for each \( l = 0, \ldots, g \) such that \( n_l > 1 \) and
\( k = 1, \ldots, n_t - 1, \)
\[
\frac{|f'_1(w_{l,0})|}{|f'_1(w_{l,k})|} = \lambda_{l,k} = \frac{|f'_2(w_{l,0})|}{|f'_2(w_{l,k})|}.
\] (33)

Since \( f'_i(w_{l,k}) \neq 0 \) for all \( w_{l,k}, \) \( f_i \) maps some neighborhood \( U_{l,k} \) of \( w_{l,k} \), conformally onto a fixed neighborhood \( U \) of 1. Let \( w_{0,0}(t) = w_{0,0} + tm_{0,0} \) for \( t \in [0, T] \) be a straight line segment \( L \) in \( U_{0,0} \). As \( f_i \) is angle preserving at \( w_{0,0} \), \( f_i'(L) \) is orthogonal to \( \partial \mathbb{D} \) at 1. Then \( f_i^{-1}(f_i'(L)) \) consists of disjoint curves \( w_{l,k}(t) \), each with an endpoint at some \( w_{l,k} \) when \( t = 0 \) and is orthogonal to the tangent line of \( \gamma_l \) at \( w_{l,k} \). It follows that \( f_i(w_{l,k}(t)) = f_i(w_{0,0}(t)) \) and hence \( |f_i(w_{l,k})w'_l(0)| = |f_i(w_{0,0})w'_l(0)| = |f_i(w_{0,0})| \). If we take \( T \) to be sufficiently close to 0, then each \( w_{l,k}(t) \) is a line segment of the form \( w_{l,k}(t) = w_{l,k} + r_{l,k}(t)m_{l,k} \). From (33), for \( i = 1, 2 \), we have \( w_{l,k}(t) = w_{l,k} + \lambda_{l,k}tm_{l,k} \) for each \( l = 0, \ldots, g \) such that \( n_t > 1 \) and \( k = 1, \ldots, n_t - 1 \). Since \( f_i(w_{l,k}(t)) = f_i(w_{0,0}(t)) \) for all \( l \) and \( k \), by the first part of Lemma 5.1 we have
\[
\sum_{l=0}^{g} \sum_{k=0}^{n_t-1} u_j(w_{l,k}(t)) - n_j = 0
\]
where \( w_{l,0}(t) = w_{0,0} + tm_{0,0} = w_{l,0} \) and \( w_{l,k}(t) = w_{l,k} + \lambda_{l,k}tm_{l,k} = w_{l,k}(t) \) for each \( l = 0, \ldots, g \) such that \( n_t > 1 \) and \( k = 1, \ldots, n_t - 1 \). Like what we did previously, we apply the implicit function theorem to (29) and conclude from the uniqueness part of the theorem that \( w_{l,0} = w_{l,0} \) for \( j = 1, \ldots, g \). It follows that \( v_{l,k} := w_{l,k}(T) = w_{l,k}(T) \) for any \( l \) and \( k \) and hence for some \( \zeta_1, \zeta_2 \in \mathbb{D}, f_1(v_{l,k}) = \zeta_1 \) and \( f_2(v_{l,k}) = \zeta_2 \) for all \( l \) and \( k \).

Now, for \( i = 1, 2 \), let \( \mu_i \) be a Möbius transformation that fixes \( \mathbb{D} \) and maps \( \zeta_i \) to 0. So \( \mu_1 \circ f_1 \) and \( \mu_2 \circ f_2 \) are proper holomorphic maps in \( P_n(\Omega) \) and have the same zeros. By Theorem 1.3, we have \( \mu_1 \circ f_1 = \lambda \mu_2 \circ f_2 \) for some \( |\lambda| = 1 \). But \( f_1(p) = f_2(p) = 0 \) and \( f_1(w_{0,0}) = f_2(w_{0,0}) = 1 \). Thus \( \mu_1(0) = \lambda \mu_2(0) \) and \( \mu_1(1) = \lambda \mu_2(1) \). This implies that \( \mu_1 = \lambda \mu_2 \) and so \( f_1 = f_2 \).

We now prove Corollary 1.7

Proof of Corollary 1.7. In this proof, we will prove the result for the map from \( \Omega \times S^n \times R^{n-g-1} \rightarrow P_n(\Omega) \). The case follows in a similar way.

Theorem 1.6 proves the existence of the surjective map \( H : \Omega \times S^n \times R^{n-g-1} \rightarrow P_n(\Omega) \). To see that \( H \) is \( (n \cdot n_0! \cdots n_g)! \)-to-1, note that we can apply a permutation to the specified points on each boundary to get the same proper map under Theorem 1.6. Since there are \( n_t \) points specified on the boundary component \( \gamma_l \) for each \( l = 0, \ldots, g \), there are in total \( (n_0! \cdots n_g)! \) such permutations. The uniqueness part of Theorem 1.6 guarantees that, for a fixed \( p \in \Omega \), these \( (n_0! \cdots n_g)! \) parameters are the only parameters that give the same proper map with a zero at \( p \). In addition, any one of the \( n \) zeros of the proper map could be given as the \( p \) in the statement of Theorem 1.6. Hence, we deduce that \( H \) is \( (n \cdot n_0! \cdots n_g)! \)-to-1.

To obtain the continuity of \( H \), take any \( w \in \Omega \times S^n \times R^{n-g-1} \) and a sequence \( \{w_k\} \subset \Omega \times S^n \times R^{n-g-1} \) such that \( w_k \rightarrow w \) as \( k \rightarrow \infty \). For
Let \( k = 1, 2, \ldots \), let
\[
\mathbf{w}_k = (p^k, w_{0,0}^k, \ldots, w_{g,n_g-1}^k, \lambda_0^k, \ldots, \lambda_{0,n_0-1}^k, \ldots, \lambda_g^k, \lambda_{g,n_g-1}^k)
\]
and
\[
\mathbf{w} = (p, w_{0,0}, \ldots, w_{g,n_g-1}, \lambda_0, \ldots, \lambda_{0,n_0-1}, \ldots, \lambda_g, \lambda_{g,n_g-1}).
\]
Now let \( f_k \) be the proper holomorphic map in \( \mathcal{P}_\nu(\Omega) \) which satisfies Theorem \[1.6\] for the point \( \mathbf{w}_k \) and let \( f \) denote the proper holomorphic map in \( \mathcal{P}_\nu(\Omega) \) which satisfies Theorem \[1.6\] for the point \( \mathbf{w} \). As we have mentioned in Section 1, we can extend \( f_k \) and \( f \) to holomorphic maps in a neighborhood \( U \) of \( \Omega \) so that they are still bounded on \( U \). Since \( \{f_k\} \) is a family of bounded holomorphic maps on \( U \), by Montel's Theorem, there exists a subsequence \( \{f_{k_i}\} \) such that \( f_{k_i} \) converges to a holomorphic map \( h \) locally uniformly on \( U \). Since \( \mathbf{w}_{k_i} \to \mathbf{w} \), and \( f_{k_i} \to h \) locally uniformly, by Hurwitz's theorem, we must have \( h(p) = 0 \) and \( h^{-1}(1) = \{w_{0,0}, \ldots, w_{g,n_g-1}\} \). In addition, by Weierstrass theorem, we have \( f'_{k_i} \to h' \) locally uniformly on \( U \) and together with the fact that each \( f_{k_i} \), satisfies condition (iii) in Theorem \[1.6\] for the set \( \{w_{0,0}^{k_i}, \ldots, w_{g,n_g-1}^{k_i}\} \), we have
\[
\left|\frac{h'(w_{0,0})}{h'(w_{1,k})}\right| = \lambda_{l,k}.
\]
By the uniqueness part of Theorem \[1.6\] we must have \( f = h \) and therefore \( f_{k_i} \to f \) locally uniformly on \( \Omega \).

Suppose that \( H \) is not continuous at some \( \mathbf{w} \in \Omega \times S^n \times R_+^{n-g-1} \). Since \( \mathcal{P}_\nu(\Omega) \) is equipped with the topology of local uniform convergence, we can find a sequence \( \{\mathbf{w}_k\} \subset \Omega \times S^n \times R_+^{n-g-1} \) such that \( \mathbf{w}_k \to \mathbf{w} \) and some compact \( K \subset \Omega \), such that for the sup norm \( || \cdot ||_K \),
\[
||H(\mathbf{w}_k) - H(\mathbf{w})||_K = ||f_k - f||_K > \varepsilon > 0
\]
for all \( k \in \mathbb{N} \). On the other hand, we have shown above that we can find a subsequence \( f_{k_i} \) which converges to \( f \) locally uniformly on \( \Omega \) which is a contradiction. \( \square \)

6. Finite Blaschke Products and Proper Holomorphic Maps

In this section, we will establish a link between two function spaces \( \mathcal{P}(\Omega) \) and \( \mathcal{P}(\mathbb{D}) \) where \( \Omega \) is a circular domain. Recall that by a famous result of Fatou [13], every proper holomorphic map in \( \mathcal{P}(\mathbb{D}) \) is a finite Blaschke product. It is a standard result that a finite Blaschke product is uniquely determined by its zeros and image of 1. Also, finite Blaschke products satisfy the following properties: for any \( f, g \in \mathcal{P}(\mathbb{D}) \)

(i) \( f \cdot g \in \mathcal{P}(\mathbb{D}) \) with \( \deg(f \cdot g) = \deg f + \deg g \);
(ii) \( f \circ g \in \mathcal{P}(\mathbb{D}) \) with \( \deg(f \circ g) = \deg f \cdot \deg g \).

A similar result holds for \( \mathcal{P}(\Omega) \).

**Proposition 6.1.** For any \( f, g \in \mathcal{P}(\Omega) \) and \( h \in \mathcal{P}(\mathbb{D}) \),

(i) \( f \cdot g \in \mathcal{P}(\Omega) \) with \( \deg(f \cdot g) = \deg f + \deg g \) and \( \deg(f \cdot g|_{\gamma_j}) = \deg f|_{\gamma_j} + \deg g|_{\gamma_j} \) for each \( j = 0, \ldots, g \);
(ii) $h \circ f \in \mathcal{P}(\Omega)$ with $\deg(h \circ f) = \deg h \cdot \deg f$ and $\deg \left( h \circ f|_{\gamma_{j}} \right) = \deg h \cdot \left( \deg f|_{\gamma_{j}} \right)$ for each $j = 0, \ldots, g$.

Proof. Suppose that $f, g \in \mathcal{P}(\Omega)$ such that $f$ has degree $n$, boundary degree $(n_0, n_1, \ldots, n_g)$, and zeros $p_1, \ldots, p_n \in \Omega$; $g$ has degree $m$, boundary degree $(m_0, m_1, \ldots, m_g)$, and zeros $q_1, \ldots, q_m \in \Omega$. Hence by condition (1),

$$\sum_{k=1}^{n} u_j(p_k) = n_j \quad \text{and} \quad \sum_{k=1}^{m} u_j(q_k) = m_j \quad \text{for all} \quad j = 1, \ldots, g.$$  

To prove (i), we note that $p_1, \ldots, p_n, q_1, \ldots, q_m$ satisfy

$$\left( \sum_{k=1}^{n} u_j(p_k) \right) + \left( \sum_{k=1}^{m} u_j(q_k) \right) = n_j + m_j \quad \text{for all} \quad j = 1, \ldots, g.$$  

Condition (1) implies that there exists a proper holomorphic map, $F \in \mathcal{P}(\Omega)$, with degree $n + m$ and boundary degree $(n_0 + m_0, n_1 + m_1, \ldots, n_g + m_g)$ with these zeros. As in the proof of the uniqueness part of Theorem 1.3, each of $F, f$ and $g$ extend to holomorphic maps from the compact Riemann surface $\overline{\Omega}/\Theta$ onto the Riemann sphere. Then $G = \frac{F}{f \cdot g}$ also defines a holomorphic map on the compact Riemann surface $\overline{\Omega}/\Theta$ with no zeros or poles. Hence $G$ is constant. Thus $f \cdot g = \lambda F$ for some $\lambda$ with $|\lambda| = 1$ and so $f \cdot g \in \mathcal{P}(\Omega)$.

To prove (ii), we suppose $h \in \mathcal{P}(\mathbb{D})$ is of degree $N$ and has zeros $a_0, \ldots, a_N$. For $l = 1, \ldots, N$, let $p_{1,l}, \ldots, p_{n,l}$ denote the preimages of $a_l$ under $f$. By Lemma 5.1, for all $l = 1, \ldots, N$,

$$\sum_{k=1}^{n} u_j(p_{l,k}) = n_j \quad \text{for all} \quad j = 1, \ldots, g.$$  

Hence,

$$\sum_{l=1}^{N} \sum_{k=1}^{n} u_j(p_{l,k}) = N \cdot n_j \quad \text{for all} \quad j = 1, \ldots, g.$$  

Condition (1) implies that there exists a proper holomorphic map, $\tilde{F} \in \mathcal{P}(\Omega)$ with degree $Nn$ and boundary degree $(Nn_0, \ldots, Nn_g)$ with zeros at $p_{l,k}$ for each $l = 1, \ldots, N$ and $k = 1, \ldots, n$. Proceeding with the same argument as above, we deduce that $H = \frac{\tilde{F}}{\tilde{f}}$ is constant. This implies that $h \circ f = \lambda' \tilde{F}$ for some $\lambda'$ with $|\lambda'| = 1$. Thus $h \circ f \in \mathcal{P}(\Omega)$. \hfill $\Box$

Let $\Phi : \mathcal{P}(\Omega) \mapsto \mathcal{P}(\mathbb{D})$ send a proper holomorphic map in $\mathcal{P}(\Omega)$ to a finite Blaschke product with the same zeros and the same image of 1. It is easy to see that this map is well-defined and injective. However, in the case where the infinite product expression (11) holds, the map $\Phi : \mathcal{P}(\Omega) \mapsto \mathcal{P}(\mathbb{D})$ can be made explicit and moreover preserves the multiplicative semigroup structure given in Proposition 6.1. This is given as the following result.
Theorem 6.2. For any \( f \in \mathcal{P}(\Omega) \), let \( B \in \mathcal{P}(\mathbb{D}) \) be a finite Blaschke product with the same zeros as \( f \) such that \( B(1) = 1 \). Assume that (11) holds, then we can write \( f \) as

\[
 f(z) = \lambda \exp \left( -2\pi i \sum_{j=1}^{g} n_j v_j(z) \right) \prod_{\theta \in \Theta} \frac{B(\theta(z))}{B(\theta(1))} \tag{34}
\]

for some constant \( \lambda \) with \( |\lambda| = 1 \). If we denote this \( f \) by \( f_B \), and let \( \Phi \) map \( f_B \in \mathcal{P}(\Omega) \) to \( B \in \mathcal{P}(\mathbb{D}) \), then for any \( f, g \in \mathcal{P}(\Omega) \)

\[
 \Phi(f \cdot g)(z) = \Phi(f) \cdot \Phi(g).
\]

Proof. The expression (34) follows directly by combining Theorem 1.3 and Proposition 2.1.

Now suppose that \( f_{B_1}, f_{B_2} \in \mathcal{P}(\Omega) \) for some finite Blaschke products \( B_1 \) and \( B_2 \). Proposition 6.1(i) implies that \( f_{B_1} \cdot f_{B_2} \in \mathcal{P}(\Omega) \) and hence we can write \( f_{B_1} \cdot f_{B_2} = f_B \) for some finite Blaschke product \( B \). From a comparison of the zeros and the image of 1, we deduce that \( B = B_1 \cdot B_2 \). This establishes the desired result.

\[ \square \]
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