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Abstract

In this talk we first introduce the pushforward measure associated with some mapping and provide two applications:

(i) Global optimization of polynomials on a simple set “K” like a box, an ellipsoid, a simplex, a hypercube or its image by an affine transformation.
(ii) Computing the Lebesgue volume of a basic semi-algebraic set.

By this approach one reduces a difficult multivariate problem to a simpler univariate one. The difficulty has now been transferred into computing the data of the (easier to solve) univariate problem. This in turn reduces to computing Lebesgue integrals of powers of some given polynomial on the simple set “K”. Although it is a fast and easy operation for modest size dimension, it can become tedious when the dimension and the power increase. This raises a new challenging problem about polynomial integration on simple sets. Finally, if time permits we will also introduce a common framework to describe and compare the Moment-SOS-hierarchies of upper and lower bounds in polynomial optimization.
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