Springer Nature 2021 B TEX template

Pre-classification based stochastic
reduced-order model for time-dependent
complex system

Meixin Xiong!, Liuhong Chen', Ju Ming'” and Zhiwen Zhang?

"School of Mathematics and Statistics, Huazhong University of
Science and Technology, Wuhan 430074, China.
2Department of Mathematics, The University of Hong Kong,
Pokfulam Road, Hong Kong SAR, China.

*Corresponding author(s). E-mail(s): jming@hust.edu.cn;
Contributing authors: xmx2018@hust.edu.cn;
liuhong_c@hust.edu.cn; zhangzw@hku.hk;

Abstract

We propose a novel stochastic reduced-order model (SROM) for complex
systems by combining clustering and classification strategies. Specif-
ically, the distance and centroid of centroidal Voronoi tessellation
(CVT) are redefined according to the optimality of proper orthogonal
decomposition (POD), thereby obtaining a time-dependent general-
ized CVT, and each class can generate a set of cluster-based POD
(CPOD) basis functions. To learn the classification mechanism of ran-
dom input, the naive Bayes pre-classifier and clustering results are
applied. Then for a new input, the set of CPOD basis functions asso-
ciated with the predicted label is used to reduce the corresponding
model. Rigorous error analysis is shown, and a discussion in stochastic
Navier-Stokes equation is given to provide a context for the applica-
tion of this model. Numerical experiments verify that the accuracy of
our SROM is improved compared with the standard POD method.
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1 Introduction

The reduced-order model (ROM) [1] plays a vital role in large-scale sim-
ulations, real-time calculations, and optimal control problems, which first
introduces a low-dimensional subspace of the state space, and then calcu-
lates the coordinates of the system state in this subspace through projection
techniques, also known as reduced state vector. It ensures the essential char-
acteristics of the system while achieves the goal of reducing computational
complexity. There are a variety of ways to construct the low-fidelity ROM.
Among them, proper orthogonal decomposition (POD) based on the optimal
Galerkin projection distance is one of the most successful methods, which has
been widely applied in numerous fields, including signal analysis and pattern
recognition [2, 3], image processing [4], geophysical fluid dynamics [5-7], and
biomedical engineering [8].

In many practical problems, the collected data belongs to categorical data,
such as countable qualitative data or grouped quantitative data. Then, the
natures of these problems can be further explored through the categorical data
analysis [9-12]. Clustering [13, 14] and classification [15] are two advanced
tools. Clustering is a method for statistical analysis of data and has become
an important part of machine learning. It is a process of dividing a given data
set into several subsets according to some defined distances. Its purpose is to
maximize the intra-cluster similarity and minimize the inter-cluster similarity
under the given distance measure. On the one hand, clustering itself is a sta-
tistical analysis technique. On the other hand, it is often used as a tool for
data exploration, data cleaning, and data organizing in the pre-process stage
of other data analysis methods. In the past few decades, clustering approaches
have been applied to the numerical simulations of partial differential equations
(PDEs), and one of the most popular methods is centroidal Voronoi tessella-
tion (CVT) [16]. Some of the notable works in this area are as follows: Burkardt
et al. in [17] introduced a reduced-order modeling methodology based on CVT
for complex systems and in [18] compared the performance of ROMs based
on POD and CVT, Du et al. in [19] proposed a hybrid method named CVT
based POD for model reduction, and Kaiser et al. in [20] combined the clus-
ter analysis and transition matrix models to propose a novel cluster-based
reduced-order modelling strategy for unsteady flows. We refer to [21, 22] for
further discussions.

Classification is another method of data statistical analysis, which assigns
labels to samples according to their features. This method belongs to super-
vised learning and includes two parts: classifier learning and the prediction/-
classification of new samples. When a new sample is assigned to the class with
the highest similarity, using the data in this class to study the sample can make
full use of the existing information and eliminate the redundant information
brought by the data in other classes. Recently, the ideas of classification have
been applied to the study of PDEs. Bright et al. in [23] combined classification
and compressive sensing to determine the flow characteristics around a cylinder
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and in [24] proposed sparse measurements to classify and reconstruct time-
dependent data, and Brunton et al. in [25] developed a classification scheme to
determine the region to which the nonlinear dynamical system belongs. More
discussions can consult the literatures [26-28]. For a stochastic system, there
may be large differences between the realizations of its state in some cases.
In order to reduce the model and reconstruct the state better, clustering and
classification methods can be combined. The former is used to organize the
given data according to similarity, while the latter trains a classifier based on
the clustering results for assigning labels to new samples. Then the samples
can be studied by using the predicted subsets instead of the entire data set.

In this work, we combine clustering and classification methods to propose
a pre-classification based stochastic ROM (SROM) for improving the accu-
racy of the POD reduced-order solutions of stochastic evolution problems.
The method mainly consists of two parts. In the first part, several groups
of cluster-based POD (CPOD) basis functions are generated by constructing
a time-dependent clustering method. Due to the generalizability of the dis-
tance in CVT method, the spatio-temporal projection distance from a function
to a multidimensional space is used to define the time-dependent general-
ized Voronoi tessellation (t-gVT). The corresponding generalized centroid is
defined as the subspace spanned by the POD basis functions according to the
optimality of POD method. Similar to CVT, the time-dependent generalized
CVT (t-gCVT) can be obtained when the generators coincide with the gener-
alized centroids. In order to simplify the construction of t-gCVT, the modified
version is introduced by using the time-sampling snapshots to approximately
calculate the time integral in generalized distance and using the Monte Carlo
(MC) method to estimate the expectation of projection distance. From this,
the spatio-temporal data is divided into several classes, and each class can
generate a set of snapshot-based POD basis functions. In the second part, we
construct the pre-classification based SROM. Considering the mapping rela-
tionship between the input and output of the system, we first use the clustering
results to train a pre-classifier to provide predicted labels for the new inputs,
and then use the CPOD basis functions associated with the labels to reduce
their models. Here, the naive Bayes classifier[29, 30] based on the principle of
maximum posterior probability is adopted to establish the classification mech-
anism. We would like to point out that other classifiers, such as k-nearest
neighbor[31], decision trees[32], support vector machine[33], etc, can also be
combined with our CPOD basis functions without any difficulty. The main
ideas of our method are shown in Figures 1 and 2. We call the method of
combining CPOD basis functions and naive Bayes pre-classifier to construct
SROM as the CPOD-NB method.

The rest of this paper is organized as follows. In section 2, we briefly intro-
duce the traditional POD and CVT methods. In section 3, we describe in detail
the modified t-gCVT for generating the CPOD basis functions and the naive
Bayes method for pre-classification, then combine them to propose the CPOD-
NB method for model reduction. The error estimation of the SROM based
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on CPOD-NB method and the strategy used for estimating the error rate of
naive Bayes pre-classifier are given in section 4. The stochastic Navier-Stokes
equation we use as study background is presented in section 5. Numerical
experiments are shown in section 6. Finally, some conclusions are given in
section 7.

2 Preliminary

We begin by some function spaces and notations needed, then briefly recall
the classical POD and CVT methods related to this work.

Denote the system of stochastic partial differential equations (SPDEs) of
unknown function u as

F(u(t,x,€); £) =0 (t,x,€) €[0,T] x D x T, (2.1)

where function u has proper initial and boundary value conditions, x is the
spatial variable, ¢ is the time variable and & could be other parameters. Let
L?(D) be the set of square-integrable functions defined on domain D with
inner product (-,-) and norm || - ||z2(p). We denote the space of all measurable
functions u : [0,7] — L*(D) by

L£2([0,T); L*(D)) := {uw:0,T] — L*(D) | u measurable, lull 220, 73; L2(py) < o0}
(2.2

where

- 1/2
lull 22 (j0,171; 2(Dy) = (/o ||U||2L2(D)dt> : (2.3)

2.1 Proper orthogonal decomposition

Given a positive integer d, for the system of SPDEs (2.1), the POD proce-
dure is to find the orthonormal basis functions {¢;(x)}9_, that minimize error
measure )

EroPm) = [H“ - Hd“”zzz([o,T]; L2(D)):| ’ (24)
where E[-] denotes expectation, II¢ is a d-dimensional subspace spanned by
{¢j}§l:1’ and TT% = Zjl:l(u,qu)(ﬁj represents the projection of u onto the
subspace. By the Lagrange multiplier method, the minimization problem is
equivalent to

T
E [/ <U,¢j> udt} = )‘jqu _] = ]., 2, ce 7d, (25)
0

where ({A;},{¢;}) is called the eigenpair of operator C defined as

T
C¢j =E [/0 (u,¢j> udt] . (26)
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We use the MC method to estimate the expectation and time-sampling
snapshots to calculate the time integral, then (2.6) can be approximated as

J

oy = 2SS fultn, %, €0, 05) ulti x,€0). (2.7)

i=1 k=1

where tg = 0, At = T/J and t = ty—1 + At for £k = 1,2,...,J. Denote the
snapshot set as

w :[’Ula s aan]
=[u(ty,x,€1), .. ults,x,€1), ..., u(t1, X, &), ..., u(ts, %, &) (2.8)

Combining (2.5) and (2.7), the orthonormal POD basis functions can be
represented as

1 nJ )
&, @Dy, j=1,2,....d (2.9)

= — . V.
Vnloj = Yi i
Here, {yl(] )} and {0} satisfy the following eigenvalue problem

RY = YA, (2.10)
where the components of matrices R and Y are defined as R;; = %(Ui,v])
and Y;; = yi(j) respectively, and A = diag(oy,...,0,7) With 01 > 09 > ... >
ong > 0 and 05 = )‘T—J for j = 1,2,...,nJ. Therefore, with snapshot set (2.8)
and POD basis functions (2.9), the minimum value of measure (2.4) can be

approximated as

nJ nJ
grormyy = Y =T > o, (2.11)
j=d+1 j=d+1

which is referred to as the “POD energy”.
We summarize the above discussions by giving the following MC-based
method for generating POD basis functions (Algorithm 1).

2.2 Centroidal Voronoi tessellation

Given a set of functions U = {v; € L?(D)}™_,, the CVT of set U is a special
Voronoi tessellation with the centroids {2} € L?(D)} | of Voronoi regions

U, ={velU|D,z)<D,z)foralli #k} k=1,2,....K (2.12)

satisfying z; = z for k = 1,2,..., K, where {2, € L?(D)}E_, are called
the generators of set {L{k}szl, K refers to the number of clusters, and the
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Algorithm 1 MC-based POD method
Input: input set X = {&;}?,, time step At, a positive integer d.
Output: POD basis functions {¢;}7_;.
1: Solve system (2.1) with inputs X and step size At to obtain set
{u(ty, x, Ei)}?:’LkJ:l, which forms the snapshot set W defined in (2.8).

2: Generate the POD basis functions {¢; ?:1 defined in (2.9) by solving
eigenvalue problem (2.10).

distance can be selected as any metric, for example the L?(D) distance as
D(v, zx) = ||v — z&||z2(p)y [16]. When the distances between a point v and two
generators z;, z; are same and the smallest, the principle of random assignment
between these two classes is adopted. According to the partition rule of CVT,
we know that it minimizes the error measure

K
ENVT ({Uh}iss (e hisn) = Y Y D*(v, 1), (2.13)

k=1 veUy

and (2.13) is referred to as the “CVT energy”.

There are several methods that can be used to construct a CVT for a given
data set. Among them, the iterative-based Lloyd’s method (Algorithm 2) [34]
is one of the most popular and simplest approaches.

Algorithm 2 Lloyd’s method

Input: data set U, a positive integer K, a set of initial generators {z; }5_,.
Output: CVT ({Up}r; {z}}ry) of set U.
1. Construct the Voronoi tessellations {Uy }< | of U associated with genera-
tors {z }E_,.
2: Compute the centroids {2} } | of Voronoi regions {Uy}&£_,.
3: For k=1,2,..., K, if 2} = 2, stop; otherwise, let 2, = 2 and return to
step 1.

3 Pre-classification based SROM

For a given SPDE, we first use the similarity and difference between sam-
ple solutions to cluster them, and each class can generate a set of POD basis
functions. Then, a pre-classifier is trained by clustering results for assigning
unlabelled input, and the corresponding model is reduced by the basis func-
tions of the predicted class. In this section, we propose the t-gCV'T clustering
method for generating multiple sets of POD basis functions and the naive
Bayes pre-classifier based SROM.
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3.1 Time-dependent generalized CVT

As mentioned above, the distance in CVT can be extended to other general
distances. And from the measurement formula (2.4), we can see that the POD
method is to find a subspace that minimizes the expected value of projection
distance. Therefore, it is natural to consider combining the POD and CVT
methods.

For a given solution u, in order to ensure that the basis functions of a subset
after clustering can be used to generate its reduced-order approximation in
the entire time domain, the time-dependent distance is defined as

ﬁ(u,l’[du) = ||’LL — HduH£2([O’T]; L2(D)) (3.1)

for any d-dimensional subspace IT1¢. Given a set of multidimensional subspaces
{TI¢: 1K |, dy € Nt for the solution u of SPDE (2.1), the t-gVT is given as

Uy = {u € U, |232(u,l_[i"‘u) < ﬁQ(u,Hf"’u) foralli £k} k=1,2,..., K,

(3.2)
where Uy denotes the solution space, which is composed of all functions wu
satisfying system (2.1). Similar to (2.12), the principle of random assignment
in the appropriate classes is used to break the deadlock. It is well-known that
the traditional CVT method clusters data by trying to separate samples into
several classes that have the equal variance in the sense of the given distance.
Therefore, the generalized centroid can be naturally defined as the subspace
HZ’“ spanned by orthonormal basis functions, which minimizes

. _ _
£Vt (Hﬁ’“) =E [IIU = Il Za 0 1y, L%D))} k=12 K (33

where u € Z:ik for kK = 1,2,..., K. Next, the t-gCVT is derived from the
definition of CVT.

Definition 3.1 The t-gVT ({ak}i(:l; {Hg’c }i(:l) of the solution space Us is called
t-gCVT if and only if the generator HZ’“ of class Z/IAk is the corresponding generalized
centroid, i.e. 1% =TI for k= 1,2,..., K.

As can be seen from the above description, in the process of t-gCVT
clustering, the calculation of distance (3.1) involves time integral, and the con-
struction of the generalized centroid is difficult because it is required to be
optimal over the entire time domain in the sense of expectation. Therefore,
the MC method with sample set U = {u;}?; = {u(t,x, &)}, is used for
the expectation, and the time-sampling snapshots at equal interval are used



Springer Nature 2021 BTEX template

8 Pre-classification based SROM for time-dependent complex system

to define a modified distance as
5 udeuz Z”u t],X 61 Hdu(tjaxvgi)HQLQ(D) 1=1,2,...,n, (34)

where {tj}jzl are the corresponding time points of snapshots, tg = 0 and
tiv1 = t; + At for j = 0,1,...,J — 1 with time interval At = T/J. This
is equivalent to using the snapshots to approximately calculate the integral
with respect to time in distance (3.1), and the scaling factor is A¢. Then the
modified t-gVT can be defined as

U, ={uel|Du, k) < D?(u, 1% ) for all i £k} k=1,2,..., K,
(3.5)
and the modified generalized centroid sz = span{¢¥,..., ¢§k} minimizes

J
T () = 33 ey %)~ T ults x )y k=120 K
weldy, I=1

(3.6)
Denote the cardinality of Hk as n, which satisfies Zle ng = n. According to
the optimality of POD, for k = 1,2,..., K, the modified generalized centroid
H ¥ is actual the subspace spanned by the POD basis functions, which are
generated by the snapshots of set Z/{k

If the approximate error of the time integral is negligible, that is,

D?(u, %) = AtD? (u, IT%) (3.7)
holds for any given subspace I1%. Then the following inequality is known from

the relationship between the minimum value of the expected value and the
expectation of the minimum value

minE [Bz(u,ﬂdu)} > AtE [min EQ(U,Hdu)} . (3.8)
Therefore, {£78°VTHE - and {£78CVTIE  gatisty
k k=1 k k=1

At~
min &NV > Zmin YT k=12, K (3.9)
ng

by using the MC method with ny samples of set ij to estimate the right-hand
side of inequality (3.8).

Similar to Definition 3.1, the definition of modified t-gCVT is given as
follows.



Springer Nature 2021 BTEX template

Pre-classification based SROM for time-dependent complex system 9

Definition 3.2 The modified t-gVT ({LNIk}szl; {Hgk}le) of the set U is called
modified t-gCVT if and only if the generator Hz’“ of set L~Ik is the corresponding
generalized centroid, i.e. HZ’“ = ﬁzk, for k =1,2,..., K. And the POD basis func-

tions {qﬁ;c j’“: 1 corresponding to the generalized centroid ﬁgk of modified t-gCVT are
called its subclass bases or cluster-based POD (CPOD) basis functions.

It can be seen from the above definition that the modified t-gCV'T of set
U minimizes the error

St-eCVT _ Z gt gCVT (Hdk> (3.10)

k=1

and the minimum value is

Jnk
EeCVT — ZJnk > o (3.11)
Jj=di+1
where {0’“}‘]”’c are the eigenvalues of correlation matrix R associated with

set Uy, as difined in (2.10). Here, (3.11) is referred to as “modified t-gCVT

energy”, and
dk Jnk
=)o / k=1,2,....K (3.12)
=1

is called the energy ratio of CPOD bases {qb;" 5 G

To reduce the complexity of model construction, the modified t-gCVT is
used in the following processes, and its structure is shown in Figure 1. Note
that the modified t-gCVT is reduced to the standard snapshot-based POD
method when K = 1, and the number of CPOD basis functions {(bgc }‘;i 1 is not
neccessarily equal for k =1,2,... K.

Modified
(= spoes O =%

K4,

Fig. 1: The framework of modified t-gCVT method

Remark 3.3 When the modified t-gCVT ({Zj{k}f:l; {ﬁzk }szl) of set U is known, we
can naturally cluster the inputs {&;};; according to the clustering results of data
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U. Namely, the image space I of input & can be divided into {Fk}le, which satisfies
;NT;=0ifi#4, T CTfork=1,2,...,K and [, Ty = T If u(t, x, &) € Uy,
then the corresponding input, £ € I, is belonging to I, i.e.,

Ip={¢eT |ult,x,&) ey} k=12,... K, (3.13)
where k is called the class label of €.

The details of using the modified t-gCVT method to generate the CPOD
basis functions are given in Algorithm 3.

Algorithm 3 The modified t-gCVT clustering method for generating CPOD
basis functions

Input: set U= {u(t,x,&)}",, a positive integer K, dimensions {dy}=_,,
step size At. B _ R
Output: modified t-gCVT ({Ug} ; {Hi’“}ff:l) of U, and K groups of
. . d d
CPOD basis functions {{¢j}5L,, ..., {¢] }5%,}.
1: Select a set of initial generalized generators {sz}le with dimensions
{dk}é{:l' ~ ~
2: Construct the modified t-gVT {Uy }5_, of U associated with {sz}le.
3: From {U}< | and step size At, determine the snapshot sets {Wj}E
defined in (2.8).
4: Generate K groups CPOD basis functions {{d)Jl }?1:1, cey {(bJK }?1:‘1} defined
in (2.9) by solving eigenvalue problems (2.10) associated with {Wj }X_,
5: For k = 1,2,..., K, let HZ"‘ = span(gb’f,...,cb’;k), if HZ’“ = Hik, stop;

otherwise, let HZ’“ = ﬁi’” and return to step 2.

3.2 Naive Bayes pre-classifier and pre-classification
based SROM

Since the modified t-gCVT method is to cluster the spatio-temporal function
u, then for a given u, a set of suitable CPOD basis functions can be used
to calculate its reduced-order approximation in the whole time interval. In
modified t-gCVT, the set U), with the highest similarity to the function u is
called its best-matched set, and the corresponding CPOD bases are called the
best-matched bases. In general, the reduced-order approximation generated by
the best-matched bases is better than the standard POD approximation with
the same degree of freedom (DoF). This is because that the samples in the
same class are similar after clustering, then the same number of basis functions
can capture more useful information, which is beneficial for the reconstruction
of function u. That is to say, if we know the best-matched bases of a given
function, the accuracy of its reduced-order approximation can be improved
compared with the standard POD method. Note that the spatio-temporal
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function wu(t,x, &) is determined by the random input £, and our aim is to
construct a SROM such that the approximate solution can be obtained for
any given input &. Therefore, a pre-classifier is constructed here to select the
best-matched bases from the perspective of random input.

In this paper, the naive Bayes pre-classifier based on Bayes’ theorem and
the assumption of feature condition independence is adopted. For a given inte-
ger K > 1, the image space I' is divided into disjoint subspace set {Fk}kK:l as
introduced in Remark 3.3. Suppose ~ is a random vector defined on the input
space I' C RP composed of p-dimensional vectors. Its realization, also known as
the feature vector, is denoted as € = [£1, ... ,fp]T € I'. Let ¢ be a random vari-
able defined on the class label set £ = {1,..., K}. Its realization, also known
as class label, is denoted as k € L. Let X = {EZ ', be the independent and
identically distributed (i.i.d.) input set of the given data U, and {1;}"_, be the
corresponding class labels obtained by the modified t-gCVT method then the
training data set is given as

D= {(glabl)v"'v(SN?Ln)}' (314)
Denote the prior probability distributions
P(t=k) =m k=12,...,K, (3.15)

and conditional probability distributions

p
P(y=¢&=k) =[P =&le=k) = fu(§) k=12....K (3.16)
i=1

as
=— k=12,....K (3.17)

and

ka 57, _H (k _|&_(‘L‘1§’)Ek)|2 k:172a"'7Ka
i=1 V2 2(0;")?
(3.18)
respectively. Here, the means {,uz(-k)} and variances {O'i(k)} can be estimated by

(k) Z & i=12,...,p, k=1,2,.. K, (3.19)
EGFk

(“:Ai—f (&- W) i=1,2 k=1,2,... K. (32

gi nk_lz gl i ? y 4y ey Dy g Ly e ey N (3 O)

el
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According to the Bayes’ theorem, the posterior probability has form

e 1 (§)
e TG
> ket Tk (€)
The principle of naive Bayes pre-classifier is to assign input to the class with

the largest posterior probability, that is, input & is assigned to the subspace
Iy if

Ple=kly=¢) = (3.21)

k =argmaxP(. = i|y = &). (3.22)
1<i<K
The denominator of (3.21) is a fixed constant for a given &, so (3.22) is
equivalent to

k = arg max, f;(€). (3.23)

1<i<K
If the result in (3.23) is not unique, a random assignment is used to break the
tie. Here, k is the predicted label of input &, and the corresponding Z/N{k and
{qﬁk} , are called the predicted best-matched set and predicted best-matched

babeb of solution u(t, x, &), respectively.

The naive Bayes classifier is based on the assumption of normality and
independence of variables, which will affect the accuracy of the algorithm to a
certain extent. But this algorithm is easy to implement and has high learning
and prediction efficiency. Therefore, it is still one of the popular classification
tools.

When the naive Bayes pre-classifier assigns an unlabelled input &€ to the
subspace I'y, that is to say, the probability of & € I'y is the largest, then the
continuity of the input-output mapping shows that its solution u is most likely
to belong to the set Uy. Therefore, it is feasible to use k-th group CPOD bases
{qﬁ?}?’; ; of modified t-gCVT to evaluate the corresponding model, and the
approximation of solution w is given by

K(t,x, &) = Zay (t,€) (3.24)

where {aj} % , can be obtained by solving the following reduced system

dp.
<F (Zaj(t,§)¢§(x); g) ,¢§(x)> =0 i=1,2,....d. (3.25)
j=1

We call the method of combining CPOD basis functions and naive Bayes
pre-classifier to construct SROM as the CPOD-NB method, and u* defined
n (3.24) is the CPOD-NB reduced-order approximation of solution u with
the number of clusters K. The structure of the model reduction based on
CPOD-NB method is shown in Figure 2.
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{m, f1}

@_’ {7y fic}

{7k, fx}

Fig. 2: The framework of model reduction based on CPOD-NB method

So far, the modified t-gCVT method and pre-classification based SROM
have been introduced, and the details of CPOD-NB method for model
reduction are described in Algorithm 4.

Algorithm 4 SROM based on CPOD-NB method
Input: input set X = {&;}7 , a positive integer K, dimensions {dj}X_,, step
size At.
Output: CPOD-NB approximate solution u” of new input €.
1: Generate data set U by solving system (2.1) with inputs X.
2. Obtain the modified t-gCVT ({Uy }1,; {TI{<}E ) of U and K groups of
CPOD basis functions {{¢}}41 ce {gbf}?ﬁl} by using Algirithm 3.

Jj=0

3 Fori=1,2,...,n, if u(t,x,&;) € Uy, then denote the label of §; as ¢; = k,
where k € {1,2,...,K}.

4: Use the input set X and the labels {¢;}?_; to form the training data set
D, then learn the prior probability distributions {7}~ ; and conditional
probability density functions {fx}< ;.

5: For a given new input &, compute the values of {m, fx(€)}5_,, then assign
& to T, if (3.23) holds.

6: Obtain the reduced states {a; }?21 by solving the system (3.25) with k-th

group CPOD basis functions {gzﬁéc ‘jil, then the CPOD-NB approximate

solution u¥ of &€ can be represented as (3.24).

Remark 3.4 For a given input &, in the CPOD-NB method, we hope to find the set
of CPOD basis functions such that the error between its finite element solution and
the reduced-order solution is the smallest. Therefore, the true label of input £ can
be defined as

2

u(t,x, &) — ﬁgku(t,x,ﬁ) , (3.26)
L£2([0,T]; L*(D))

1 = argmin
1<k<K

and the corresponding U; and {(;5; };i’:l are called the true best-matched set and true
best-matched bases of solution u(t, x, ), respectively.
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4 Error estimation

In this section, we first give the error estimation of the SROM based on CPOD-
NB method, and then introduce the estimation method of error rate of the
naive Bayes pre-classifier.

4.1 Error estimation of CPOD-NB based SROM

In order to characterize the validity of the CPOD-NB model, the error between
the full finite element solution u and the CPOD-NB approximate solution
is defined as

Exk =E [Hu — @22 0.1y L2(D)):| (4.1)
and B
Vg =V [HU — "\ 22 0.1 LQ(D))} ; (4.2)

where V[-] represents the variance.
The error estimation of the CPOD-NB reduced-order solution is given in
following theorem.

Theorem 4.1 In the naive Bayes pre-classifier, if the random input & can always
get the true label with the mazimum posterior probability, then there exist constants
C1,C2 > 0, such that with probability close to one, the space-time L? (D)-norm error
gK between the finite element solution u and the CPOD-NB approzrimate solution
ak satisfies

K Jng
~ Tnk k [~ TAt
= j=dx

where Cy depends on the regularity of ||u(t) — ﬂK(t)H%Q(D), while constant C1 is
universal.

Proof By using the MC method, the error can be estimated by
~ 1 & ~
Ex = D llult,x, &) — @ (8%, &)1 Z2 0,77, 2(Dy) + Es»
=1
where £ denotes statistical error and satisfies
Es ~ N(0, Vi /n)
according to the central limit theorem. For a constant C; > 1.65, the inequality

|Es| < C1\/ Vi /n

can hold with probability close to 1. Then using data U and its clustering results,
the following can be obtained

K
~ ~ 1 ~K
Ex—E=_30 > lu="z2p0,71; 220y
k=1 uEZ/N[k
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The time-sampling snapshots at equal interval are used to approximate the time
integral, that is
J
~K 2 ~K 2 ~K
lu =@ |22 o,77; 22Dy = At D lults) — @ ()12 (py + Rlu, @],

Jj=1
where time step At = T'/J, tg = 0 and t;41 = t; + At for j = 0,1,...,J — 1.
R[u,ﬂK ] is the residual of the approximation which depends on the regularity of
ft; w) = |Ju(t) — 'ﬂK(t)||2L2(D) and satisfies

K TAt

Rlu, @] = == f"(n; w)

for some n € (0,T). Therefore,

K
gK—gSZ%ZZZHU(t —U ||L2D)+ ZZTAt

k=1 et =1 = Luetly
Let

Cr= max |f'(n; u,
u€lU,ne(0,T)

then according to the energy (3.11)

Jng
Sk —& < Z (']"’fm S o ) +02—T2At

Jj=dip+1

holds, which completes the proof. O

4.2 Error rate estimation of the naive Bayes pre-classifier

In general, classification rules have their error rate. When the Bayes classifier
with the maximum posterior decision rule is used to classify the problem with
known conditional probability density functions and prior probability distribu-
tions, its error rate should be fixed. Next, we consider the error rate estimation
of the naive Bayesian pre-classifier.
According to the statistical decision theory [35], denote the discriminant
functions as
gk(é):ﬂ-kfk(g) k=12,... K, (44)

and their decision regions are defined by
Lo ={6ecT | gu(&)>aq&) fori=1,2... K, ik} k=12... K.
Then the decision surface between regions fL and fj is given as
Sy=1{6eT | gi(€) =g;(€), i #7} i,j=1,2...,K.  (46)

Note that the decision region set {I:k}le is also a partition of the feature
space I'. Although we hope that it is consistent with the segmentation {Fk}i(zl
in the modified t-gCVT so that the input samples can always be assigned to
the best subspace with the maximum posterior probability, it is difficult to
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achieve in practice due to the defects of the classifier itself and the lack of
data. Therefore, it is necessary to study the error rate of classifier.

According to the classification rules of naive Bayes, its error rate P(e) is the
probability of assigning sample that belongs to subspace I'y, to other subspace
I';, where i,k =1,2,..., K and i # k. That is

K K K K
}P’(e):zzp(éefi,bzk ZZPEGF\Lfk :ZZﬂ'k]P’m
k=1 =1 k=1 i=1 k=1i=1

ik ik ik

N

(4.7)

where
Pule) =Pl =k) = [ Po=¢h-bie= [ flae. @)

Then the correct rate of the classifier takes the form
K
P(c) =1—P(e) = > mPri(e). (4.9)
k=1

For high-dimensional stochastic problems, it is difficult to determine the
decision regions {I'x} and the decision surfaces {S;;}, so the calculation of
integrals (4.8) is a huge challenge. Here, a more practical method can be used
to estimate the error rate for testing the performance of the classifier.

A test set T = {&}V, with size N is randomly selected from the feature
space I', and its components are mutually independent and independent of
the training data . Let the total number of samples in I'y be Ny for k =
1,2,..., K, which satisfy ZkKil Ny = N. The number of samples belonging
to subspace I'y that are misjudged into subspace I'; is denoted as ny; for
k,i=1,2,...,K and i # k. Obviously, ny; is a discrete random variable that
obeys a binomial distribution and satisfies

P(ng:) = Rt [Pra(e)]™ [1 = Pri(e)] ™™, (4.10)
where O\ = W’in”, By solving

OlnP(ny;)

Bl " 0 (4.11)

can obtain the maximum likelihood estimation of Py;(e) as

Pri(e) = — (4.12)
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which is also a random variable, and the mean has form

E (4]

E [Bui(e)] = = Pri(e). (4.13)

Therefore, ]IADki(e) is an unbiased estimate of P;(e), and further an unbiased
estimate of P(e) can be obtained as

-3

k=11

ﬂ'kHDkz (414)

WMN

Sl
ESTaN

In numerical experiments of this work, we use formula (4.14) to estimate the
error rate of the naive Bayes pre-classifier.

5 Stochastic Navier-Stokes equations
In this work, we use the proposed CPOD-NB based SROM to deal with
stochastic flow over a backward-facing step[36] described as
1
u — R—Au +(u-V)u+VP=0 (0,T) x D, (5.1)
e
V-u=0 (0,7 x D, (5.2)

where Re is the Reynolds number of the fluid, u(¢,x) = (u1,us) " and P(t,x)
denote the velocity and pressure fields, respectively. The boundary of physical
domain D is denoted by 0D, which consists of six parts as depicted in Figure
3. For t € (0,T], the boundary conditions are given by

u= (uin,O)—r on 0D;, (5.3)
=(0,0)" on 8Dy UdD, UdD4UdD,, (5.4)
1 3u T
Pn — 5% (0,0) on 8D0, (55)

and the initial velocity field satisfies

_ [ uin(0,x) on 0D;,
u(0,x) = uo(,y) = { 0 otherwise. (5.6)
Assume that the fluid can be injected along dD;, so u;, > 0 is required. Fur-
ther assume that the injected fluid contains uncertainties. Thus, for a properly
defined probability space (2, F,P), ui, can be modelled with random variable
w e N as

uin = A(t, £(w))h(y), (5.7)
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where A is a time-dependent parameter that determines the strength of
the parabolic inflow velocity profile h(y). For the sake of simplicity, denote
Alt €(w)) as A(t€) or A(t: w).

0Dy
—| 0D;
8D,
0Dq |gp, D
8D,

Fig. 3: Physical domain D of Navier-Stokes equation

5.1 Full discrete and Newton linearization

In this paper, finite element method, #-scheme and Newton’s method are used
for spatial discretization, time discretization, and the linearization of nonlinear
convective term, respectively.

Let 7" be a shape-regular triangular finite element mesh of domain D,
which is parameterized by mesh width h = maxge» diam(G), where G is a
typical finite element in the triangulation 7". The finite element mesh used
in this work is shown in Figure 4. For vector valued function u, define the
following finite element spaces

Vi = {v" = (o}, 0})T 1ol € CO(D), v} | € P? for any G € T",i = 1,2},

Vi ={vleV": vl =00n0D\ 0D, fori=1,2},

Q" ={¢": ¢" € C°(D),q"|c € P! for any G € T"},
where P" denotes the polynomial space with degree less than or equal to r, r €
N*. The Taylor-Hood finite element spaces are considered in our computation,
i.e. quadratic finite element space for velocity field u and linear finite element
space for pressure field P.

Let 7, = {t;}72, be a partition of [0,7] with equal interval Dt = T/m,

wheretg =0and t; =t;_1+Dtfori=1,2,...,m. Then for: =0,1,...,m—1,

the linearized full discrete weak formulation of system (5.1)-(5.5) is given as:
find uj"! € V" and Pt € Q" such that

1 / i1 i 1 / i+l / i+1 ;
— u,” —u') vdx + — Vu," : Vvdx + il . vul - vdx
OAt D ( 0 ) Re Jp 0 I 0

+/ u’ - Vu;‘;rl - vdx —/ PgHV -vdx = / u’ - vu' - vdx
D D D
(5.8)

‘ 0 ifi>0
. 7+1 _ )
/D‘N up dx {(1-9)]qu-u0dx ifi =0,
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for any test functions v € V¥ and ¢" € Q". Here, u’ = u(t;,x) and 0 is taken
as % By solving linear system (5.8), the pair (u’*!, Pi*1) can be recovered
from

u'tt =2ult! — o’ and pitt =opitt _ pt, (5.9)

AVAVAY
\VAVAVAV/ \ >
A T AVAVAVAVAVAVAY

Fig. 4: Finite element mesh with h = 0.2, 1279 triangles and 703 vertices

5.2 Modified velocity field

Here, instead of the original finite element solution u, a CPOD-NB model
is constructed for the modified velocity field with homogeneous Dirichlet
boundaries.

Denote the solutions of the steady-state version of Navier-Stokes system
(5.1)-(5.5) with constant strengths A = a; and A = ay in inflow velocity wui,
as uq, and u,,, respectively. Let

w = @, (5.10)
a; — ag

and denote the average of the velocity field as

u(x)ziZ(

J
i=1 =

23 (%, 6 - A(tj,&)w(x))> NGRTY

j=1

Then the modified state is given by
v(t,x,8) =u(t,x,§) —u(x) — A(t, §)w(x), (5.12)

which satisfies v =0 on 0D \ 0D,.

Using the modified t-gCVT method for modified state v, we can obtain
K sets of basis functions {{qﬁ;(x)}?;l,...,{qﬁf(x)}‘jﬁl}. If the class label
of a given input £ is k, the original system (5.8) can be reduced to a dj-
dimensional ordinary differential equations by using {gb?(x)};lil, then the
reduced states {«a; (¢, &€ )}‘;’; ; can be calculated by Runge-Kutta method, finally
the approximation of the original velocity field can be represented as

u(t,x, &) = (x) + A(t, ) w(x) + > _ a;(t, £)f (x). (5.13)

j=1



Springer Nature 2021 BTEX template

20 Pre-classification based SROM for time-dependent complex system

6 Numerical experiments

To illustrate the feasibility and effectiveness of the proposed CPOD-NB model,
we provide comparisons with the standard POD method (i.e. K = 1). All
computations were performed using MATLAB R2017a on a personal computer
with 2.3 GHz CPU and 256 GB RAM.

In our computation, the physical domain D and its triangulation used in
the finite element method are shown in the Figure 4. The Reynolds number Re
is taken as 500. The finite element solutions of steady-state version of Navier-
Stokes system associated with a; = 2 and as = 1 are used to generate the
modified state, as defined in (5.12). The time interval [0,T], T = 2, is divided
by the time step Dt = 1/200, and the modified snapshots are obtained at each
time point for computing the modified distance, i.e. At = Dt. The parabolic
profile h(y) of inflow velocity has form

hy) = (1 =y)(y - 0.5). (6.1)

Let the random input of system (5.1)-(5.6) be the time-discrete form of
strength A(t; w), i.e.

£(w) = [El(w)v cee »§m+1(°~))]—r = [A(to; w)aA(tl; w)? . '7A(tm§ w)]T7 (6‘2)

where tg =0, t; =tj_1 + Dt for j = 1,2,...,m. The number of CPOD basis
functions of each class is not necessarily equal in our method, but in order to
compare with the standard POD method, it is set to be equal and determined
by the 97% cumulative energy ratio of the standard POD bases.

In addition to estimating absolute error statistics £x and Vi, we also give
the estimations of relative error statistics defined as

= HU—aKH%z([o T1; L2(D))
Er=E l Tl (6.3)
£2([0,T]; L?(D))

and

Vi =V

(6.4)

flu— ﬂKH%ﬂ([O,T]; L2(D)) |
lllZ= o7y, 220y
These statistics are all estimated by the MC method. Next, we consider two

different strengths A, one is expanded by the trigonometric functions, and the
other is hat-type functions of different heights with white noise.

6.1 Strength expanded by trigonometric functions

In this experiment, the strength A is given by

N
Alt; w) = Ag(t) +0 > 5, [sm(mt)m@ (w) + cos(mit)n® (w)} . (6.5)

i=1
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where the mean strength Ay(¢) = 70, amplification factor o = 12, the number
of expanded terms N = 100, 6; = 1/i for ¢ = 1,2,..., N, and {ﬂz(j)}i]\;p j=
1,2, are i.i.d. random variables and satisfy nl(j) ~ N(0,1). Here, 300 samples of
velocity field are used to generate the CPOD bases and train the naive Bayes

pre-classifier, and the other 100 samples form the test set to estimate the error
of the SROM based on the pre-classifier.

6.1.1 Generating CPOD basis functions

Figure 5 shows the clustering results of these 300 samples with modified t-
gCVT method. On the left is the number of samples in each class, ny, under
different cluster numbers K. The middle is the corresponding energy defined
in (3.11), which gradually decreases with the increase of K. On the right is the
logarithm of eigenvalues corresponding to the first 30 CPOD basis functions
in each class. The dimensions and cumulative energy ratios used in this exper-
iment are given in Table 1. On the whole, for K = 2 and 3, the energy ratios
of the CPOD basis functions generated by our method are higher than that of
the standard POD method. It is not difficult to understand that the samples in
each class are similar after clustering, so their eigenvalues decay faster, which
leads to the same number of basis functions can obtain more information. That
is to say, some information that is ignored by standard POD method can be
captured after clustering. The contours of the first four CPOD basis functions
in every class are given in Figure 6.

300

200

300

100

61

10000

8000

6000

4000

2000

9780 8

9780

5181

7733

2933

0 K=1 K=2 K=3 0 K=1 K=2 K=3 73'50 5 10 15 20 25 30

Fig. 5: Population ny, (left), energy £78°VT (middle) of data U, and the
logarithm of eigenvalues (right) corresponding to the first 30 CPOD basis
functions in each class for K = 1,2 and 3

Table 1: The dimension d; and cumulative energy ratio v, of CPOD basis
functions in each class for K = 1,2 and 3

K=1 K =2 K=3
class - 1 2 1 2 3
dp. 16 16 16 16 16 16
78 0.9704 0.9765 0.9713 0.9719 0.9768 0.9798
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K=2, class 2
———

K=1,2and 3

From the clustering results of modified t-gCVT, the labels of these 300
training samples are known. The errors of CPOD-based SROM that directly
use the training data and their known labels are given in the Table 2, and
the statistics of L?(D)-norm error between finite element solution and CPOD
reduced-order solution are shown in Figure 7. Clearly, when the class labels of
samples are known, the CPOD-based SROM is more accurate and more stable
than the standard POD-based SROM. This illustrates that it is feasible to use
CPOD basis functions to improve the accuracy of the reduced-order model.
Figure 8 gives the simulation results of two samples in the training set, which
more intuitively shows the performance of the CPOD basis functions.

Table 2: Error estimates of CPOD-based SROM by using 300 labelled training
data U

K &g Er Vi Vi
1 0.6736 3.0114% 0.6788 0.1325%
2
3

0.6229 2.7493% 0.1879 0.0361%
0.5516  2.4526% 0.1280 0.0261%
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Fig. 7: Error estimates of CPOD-based SROM with different K
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Fig. 8: Two realizations of the strength A(t) in stochastic inlet velocity wuj,
(left), and their corresponding finite element solutions u = (uy,us)’ at time
T (middle), and the errors of CPOD approximate solutions (right)

6.1.2 Simulation results of CPOD-NB based SROM

Use 300 inputs {&;}29 associated with data set U and the clustering results of
modified t-gCVT method to train a naive Bayes pre-classifier. Here, we directly
use the naive Bayes classification toolbox of MATLAB. For these 100 test data,
use the pre-classifier to get their predicted labels, and use formula (3.26) to
get their true labels. The resulting confusion matrices are shown in Figure 9.
It can be observed that when K = 2, all 53 samples with the true label of 1
are predicted correctly, while 20 of the 47 samples with the true label of 2 are
predicted incorrectly. In other words, the predicted labels of 80% of the test
data are consistent with their true labels. Similarly, 70% of the test samples
are correctly predicted for K = 3. As defined in (4.14), the error rates of the
naive Bayes pre-classifier are 9.22% when K = 2 and 20.10% when K = 3.
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72. 6% 20 1 0 95. 2%
=1 53 20 =1 4.8%
FG.; 53.0% 20, 0% 27. 4% % 20.0% 1.0% 0.0%
= ~ o 9 21 2) 65, 6%
E 2 0 27 1306:?‘ E 9.0% 2108 208 34. 4%
2 oo 7o : 23 18 | 5 | 29 | nn
8 E 13.0% 5.08 29.0% 38.3%
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’ ’ ‘ 52.4% 22.2% 6.5% 30. 0%
1 2 1 2 3
True label True label

Fig. 9: Confusion matrices of test data set with 100 samples for K = 2 and 3

Table 3 lists the errors of the CPOD-NB based SROM estimated with the
test data. The results on the left are associated with the true labels, while the
results on the right are associated with predicted labels. Obviously, whether
the true labels or the predicted labels are used, the accuracy of CPOD-NB
based SROM is gradually improving with the increase of K, even though the
misjudgment samples have an impact on the accuracy of our SROM. Figure 10
shows the errors of 4 samples in the test data. It can be seen that the reduced-
order solutions calculated by our true best-matched CPOD basis functions
have better accuracy than the standard POD reduced-order solution, but the
errors may be larger than that of the standard POD method in the case of
misjudgment.

Table 3: Error estimates of the CPOD-NB based SROM by using 100 test
samples under the true labels (left) and predicted labels (right)

True labels Predicted labels

K & & Vi Vi, Ex £y Vi Vi

1 0.6256  2.8137%  0.4200  0.0871% 0.6256  2.8137%  0.4200 0.0871%

2 0.5062 2.2723% 0.0738 0.0160% 0.5477 2.4340% 0.0925 0.0191%
3 0.4576 2.0594% 0.0611 0.0133% 0.5038 2.2353% 0.0754 0.0156%
)
3 ,"‘/, —k /
,"/'/ s
/ /, ""’«‘
o 05 = ‘5 o 05 i 5 i 5

~K 12
lu—u HL2(D)

t t t t
Fig. 10: The errors of the CPOD-NB approximate solutions of four samples
in the test data
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6.2 Hat-type strength with white noise

In this numerical experiment, the strength A takes the following form

o dwW 1+at t €[0,1],

Alt; w)_adt+60{1+a(2t) te L2, (6.6)
where the height parameter a € {0.8,0.9,1.0,1.1,1.2}, and the amplification
factor of white noise ¢ = 1.5. The white noise ‘%V is approximated by the
piecewise constant

m—1
dWm™ 1
—_ = (8 6.7
dt VDt ; Xi(E)ni(w), (6.7)
where the components of n(w) = [o(w),...,Nm-1(w)]" are ii.d. random

variables and satisfy the standard normal distribution A(0,1), and the
characteristic function y;(t) is defined by

. _ 1 te [t’i7ti+l)7
xi(t) = { 0 otherwise. (6.8)

Figure 11 shows the strengths A corresponding to different coefficients a when
not affected by white noise.

0.5 1 15
t

Fig. 11: Strengths A corresponding to different coefficients a (o = 0)

Here, we take a = 0.8,0.9,1.0, 1.1 and 1.2 to generate 80 samples of velocity
field respectively, and use these samples to form a data set U for constructing
the CPOD basis functions and training the naive Bayes pre-classifier. In addi-
tion, use these coefficients a to generate 20 samples respectively to form a test
set for estimating the error of CPOD-NB based SROM.

6.2.1 Generating CPOD basis functions

Figure 12 shows the clustering results of these 400 training data by using the
modified t-gCVT method. The dimensions and cumulative energy ratios used
in this experiment are listed in Table 4. Although the energy ratios of the
second class with K = 2 and the second and third classes with K = 3 are
all slightly smaller than that with K = 1, the energy ratios of the first class
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with K = 2 and K = 3 are much larger than that of the standard POD basis
functions. Figure 13 shows the contours of the first four CPOD basis functions
in each class for different K.
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Fig. 12: Population ny, (left), energy £-5VT (middle) of data U, and the
logarithm of eigenvalues (right) corresponding to the first 30 CPOD basis
functions in each class for K = 1,2 and 3

Table 4: The dimension d; and cumulative energy ratio v, of CPOD basis
functions in each class for K = 1,2 and 3
K=1 K=2 K=3
class - 1 2 1 2 3
dp, 11 11 11 11 11 11
Vg 0.9714 0.9761 0.9698 0.9793 0.9710 0.9709

Table 5 gives the estimated error of the CPOD-based SROM by using
400 labelled training data. Obviously, from the perspective of expectation,
the accuracy of our SROM increases with the increase of K. The variance of
absolute error is also increasing, but only slightly in terms of the relative error.
Figure 14 shows two samples in the training data and their errors of CPOD
approximate solutions.

Table 5: Error estimates of CPOD-based SROM by using 400 labelled training
data U

K &g Er Vi Vi
1 0.6242 1.9596% 0.0454 0.0406%
2
3

0.5915 1.8572% 0.0515 0.0499%
0.5456 1.7731% 0.0519 0.0515%
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R e \ v *u - - ,.‘
Fig. 13: Contours of the first four CPOD basis functions in each class for
K=1,2and 3
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Fig. 14: Two realizations of the strength A(t) in stochastic inlet velocity ui,
(left), and their corresponding finite element solutions u = (uj,u2) " at time
T (middle), and the errors of CPOD approximate solutions (right)

6.2.2 Simulation results of CPOD-NB based SROM

For these 100 test data, the confusion matrices are shown in Figure 15. The
corresponding error rates of naive Bayes pre-classifier are 15.80% when K = 2
and 31.99% when K = 3. Although the error rate of the pre-classifier is higher
for the high-dimensional data affected by white noise, our SROM can still
maintain its advantages within the acceptable range. The errors of the CPOD-
NB based SROM estimated by using the test data are given in Table 6. It is
clearly that under the influence of misjudgment samples, our SROM still has
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a significant improvement compared to the standard POD method. The errors
of four samples in test set are shown in Figure 16.

. 98. 2% . 49 2 0 96.1%
[ 1 55 1 1.8% () 1 49.0% 2.0% 0.0% 3.9%
2 55. 0% 1.0% - e
= SRERRE
g 2 17 27 61. 4% g oo 24.08 7.0% -
3 17.0% 27.08 38. 64 k3 ‘
2 - - 2al 6 9 3 16.7%
E FS 6.0% 9.0% 3.0% 83.3%
Q: 76. 4% 96. 4% 82. 0% Q’:
89.1% | 68.6% | 30.0% | 76.0%
22y S AL 10.9% | 31.4% | 70.0% | 24.0%
1 2 1 2 3
True label True label

Fig. 15: Confusion matrices of test data set with 100 samples for K = 2 and 3

Table 6: Error estimates of the CPOD-NB based SROM by using 100 test
samples under the true labels (left) and predicted labels (right)

True labels Predicted labels

K &k & Vi v, Ex &y Vi Vi

1 0.6319 1.9262%  0.0478  0.0125% 0.6319 1.9262%  0.0478  0.0125%
2 0.5888 1.7472%  0.0510  0.0080% 0.6115 1.8178%  0.0555  0.0081%
3 0.5464 1.6587%  0.0502  0.0086% 0.5722 1.7240%  0.0594  0.0090%

~K 12
lu—u ||L2(D)

Fig. 16: The errors of the CPOD-NB approximate solutions of four samples
in the test data

Compared with the results in section 6.1, it can be seen from Tables 5 and
6 that the improvement of our SROM in this experiment is relatively limited,
mainly includes the following two reasons. First of all, although affected by
the white noise, the strength A still shows a hat-shaped trend as a whole, so
the similarity between the realizations of the velocity field is higher, thereby
the resulting CPOD basis functions are less different from the standard POD
basis functions. Secondly, the stronger randomness of input & leads to worse
classification results, which increases the influence of misjudgment.
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7 Conclusion

We develop a method for model reduction by combining clustering and classifi-
cation. According to the mapping relationship between input and output of the
system, we use the modified t-gCVT method to cluster the output samples and
generate several sets of CPOD basis functions, then use the clustering results
to learn the classification mechanism of input. For a given input, compared to
the standard POD bases, the best-matched CPOD basis functions can reduce
the model better. However, as the number of clusters increases, not only the
computational complexity increase due to a large number of distance calcula-
tions, but also the error rate of the pre-classifier increases, which will affect
the accuracy of our SROM. Therefore, it is necessary to study the appropri-
ate number of clusters. In order to improve the stability of our algorithm, the
classification of high-dimensional data is also a subject worth studying in the
future, such as combining the state-of-the-art deep learning techniques. This
paper is mainly to provide a prototype of reduced-order modelling by using
statistical analysis methods, and this idea can be applied to more complex
problems, such as uncertainty quantification, optimal control, etc.
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