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Abstract

In this paper, we combine the Smolyak technique for multi-dimensional interpolation with the Filon-

Clenshaw-Curtis (FCC) rule for one-dimensional oscillatory integration, to obtain a new Filon-Clenshaw-

Curtis-Smolyak (FCCS) rule for oscillatory integrals with linear phase over the d−dimensional cube

[−1, 1]d. By combining stability and convergence estimates for the FCC rule with error estimates for

the Smolyak interpolation operator, we obtain an error estimate for the FCCS rule, consisting of the

product of a Smolyak-type error estimate multiplied by a term that decreases with O(k−d̃), where k is

the wavenumber and d̃ is the number of oscillatory dimensions. If all dimensions are oscillatory, a higher

negative power of k appears in the estimate. As an application, we consider the forward problem of

uncertainty quantification (UQ) for a one-space-dimensional Helmholtz problem with wavenumber k and

a random heterogeneous refractive index, depending in an affine way on d i.i.d. uniform random variables.

After applying a classical hybrid numerical-asymptotic approximation, expectations of functionals of

the solution of this problem can be formulated as a sum of oscillatory integrals over [−1, 1]d, which

we compute using the FCCS rule. We give numerical results for the FCCS rule which illustrate its

theoretical properties and show that the accuracy of the UQ algorithm improves when both k and the

order of the FCCS rule increase. We also give results for both the quadrature and UQ problems when

the underlying FCCS rule uses a dimension-adaptive Smolyak interpolation. These show increasing

accuracy for the UQ problem as both the adaptive tolerance decreases and k increases, requiring very

modest increase in work as the stochastic dimension increases, for a case when the affine expansion in

random variables decays quickly.

AMS subject classification: 35C20, 42B20, 65D30, 65D32, 65D40.

Keywords: oscillatory integrals, high dimension, Helmholtz equation, uncertainty quantification, hy-

brid numerical asymptotic methods.

1 Introduction

In this paper, we formulate and analyse a novel numerical method for computing the multi-dimensional

oscillatory integral

Ik,d,af :=

∫

[−1,1]d
f(y) exp(ika · y)dy, (1.1)
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where k > 0 is a parameter, which may be large, and a = (a1, ..., ad) ∈ R
d is a fixed vector. As an

application of this, we solve an uncertainty quantification problem for the Helmholtz equation (modelling

frequency-domain linear waves), via a hybrid numerical asymptotic method, yielding increasing accuracy

as the frequency increases.

Background The computation of oscillatory integrals is a classical problem in applied mathematics (e.g.,

[33]), which has enjoyed considerable recent interest. By combining numerical and asymptotic techniques,

research has focussed on providing methods which work well for moderate k, but remain accurate (or even

improve in accuracy) as the parameter k (proportional to frequency) gets large, While there has been

strong interest in this topic the in recent past (partly driven by applications in high-frequency scattering

e.g., [4, 15, 14]), most methods proposed in this context are appropriate only for relatively low-dimensional

oscillatory integration problems.

On the other hand there is a considerable literature on multi-dimensional integration for the non-

oscillatory version of (1.1), where k is small - here we mention just [12, 3, 7, 25, 35] as exemplars of the

huge literature on this topic. However, since the accuracy of these rules depends on the derivatives of the

integrand, their direct application to the whole integrand in (1.1) will incur an error which in general will

blow up strongly with increasing k.

Quite a large portion of research on oscillatory integration in the low-dimensioanl case (mostly d = 1)

is concerned with Filon-type methods. In [18, 19, 20, 22, 34] the analysis concentrates on accelerating the

convergence as k → ∞. The basic 1D method central to the current paper is [9], which proves stability and

superalgebraic convergence for the Filon Clenshaw-Curtis rule, with a negative power of k as k → ∞, and

gives an error estimate which is explicit in the regularity required of f . The range of application of this

approach was considerably extended in recent work [23]. Extensions of Filon methods to hp approximation

and the handling of nonlinear phase functions (again in 1D) are given in [24], [8] and [23].

To extend the approach of [9] to the higher dimensional case, the factor f(y) in (1.1) should be

approximated by some linear combination of simple basis functions, with coefficients which can be computed

easily from f , and then this approximation should be integrated analytically against the oscillatory factor

exp(ika · y). There are relatively few papers on the higher dimensional oscillatory case. Exceptions are

[21, 17] which include discussion of generalization of a Filon-type method to problem (1.1), making use of

function values and derivatives at vertices of the boundary and proving increasing accuracy as k → ∞, but

without explicit error estimates showing how the error depends on the number of function evaluations, the

regularity of f or the dimension d.

Overview of Algorithm Our method for (1.1) essentially extends the 1D ‘Filon-Clenshaw-Curtis’ ap-

proach to the multidimensional case by applying Smolyak-type interpolation to the non-oscillatory part of

the integrand in (1.1). Since we shall allow a to have entries of either sign and possibly small, we introduce

the following notation in order to identify the oscillatory and non-oscillatory dimensions in (1.1).

Notation 1.1. For a ∈ R and k > 0 we define

ã =

{
a if k|a| ≥ 1

0 otherwise

and we set â = a− ã. (We note that ã and â depend on k as well as a.)

Applying Notation 1.1 to each component of the vector a in (1.1), we obtain the decomposition a = ã+â,

and we see that f̂(y) := f(y) exp(ikâ · y) is the non-oscillatory part of the integrand in (1.1), and we then

rewrite (1.1) as

Ik,d,af :=

∫

[−1,1]d
f̂(y) exp(ikã · y)dy, (1.2)
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Our quadrature rule for (1.2) (and hence (1.1)) is then defined by replacing the factor f̂ by its classical

Smolyak polynomial interpolant Qr,df̂ of maximum level r (formally defined in (3.3)). This sparse grid

interpolant employs separable polynomial interpolation at points on sparse grids generated by a nested

sequence of 1-d grids. Here we use, at level ℓ, the points:

{0} for ℓ = 1, and

{
tj,ℓ := cos

(
jπ

nℓ

)}nℓ

j=0

for ℓ ≥ 2, where nℓ = 2ℓ−1, (1.3)

i.e. the mid-point rule is used at level ℓ = 1 and 2ℓ−1 + 1 Clenshaw-Curtis points are used at level ℓ ≥ 2.

Using this, we approximate (1.2) by

Ik,d,a,rf :=

∫

[−1,1]d
(Qr,df̂)(y) exp(ikã · y)dy. (1.4)

This is a d dimensional version of the 1D Filon-Clenshaw-Curtis (FCC) rule from [9].

Since, in each dimension the interpolant on the Clenshaw-Curtis grid can be written as a linear com-

bination of Chebyshev polynomials of the first kind of degree n (here denoted Tn), the integral (1.4) can

be computed exactly, provided the k−dependent ‘weights’

Wn(kaj) :=

∫ 1

−1
Tn(y) exp(ikajy)dy, n = 0, . . . , nℓ, ℓ ≥ 2, j = 1, . . . d (1.5)

are known. A stable algorithm for computing these weights (for any k, aj and n), and its analysis, are given

in [9]. (The weight for the case ℓ = 1 is trivial to compute.) Since the cost of computing the weights for an

M + 1 point rule in 1-d and with a fixed choice of k and aj has complexity O(M logM) (see [9, Remark

5.4]), and since the weights for each dimension can be computed independently, the cost of computing the

weights (1.5) (on a serial computer) grows with O(d 2r−1 log(2r−1)) as dimension d or the maximum level

r increases. Weight computation in each dimension could be done in parallel.

Main results of the paper In order to prove an error estimate, we assume that

f ∈ Wp,d :=

{
f : [−1, 1]d → R :

∂|s|f

∂ys
∈ C([−1, 1]d), for all |s|∞ ≤ p

}
(1.6)

for some positive integer p, where ‖ · ‖∞ denotes the uniform norm over [−1, 1], s = (s1, ..., sd) ∈ N
d
0 are

the multi-indices of order |s| = s1 + · · · + sd,

∂|s|f

∂ys
=

∂|s|f

∂ys11 · · · ∂ysdd
,

and |s|∞ = max
1≤i≤d

si. We introduce the norm on Wp,d:

‖f‖Wp,d := max
s∈Nd

0 : |s|∞≤p

∥∥∥∥∥
∂|s|f

∂ys

∥∥∥∥∥
∞,[−1,1]d

. (1.7)

We note that Wp,1 is just the usual space Cp[−1, 1] with norm given by

‖f‖Wp,1 = max{‖f (j)‖∞,[−1,1], j = 0, . . . , p}.

By combining the properties of the Smolyak algorithm and the FCC rule, together with the regularity

assumption (1.6), we prove in §4 the following error estimates.
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Theorem 1.2. For each p ≥ 1 and d ≥ 1 there is a constant Cd,p > 0 such that, for all a ∈ R
d, k > 0,

and r sufficiently large, we have

|Ik,d,af − Ik,d,a,rf |

≤ Cd,p




∏

j∈{1,...,d}

k|aj |≥1

k|aj |




−1

(
logd−1 N(r, d)

)p ( 1

N(r, d)

)p−1

‖f‖Wp,d , (1.8)

where N(r, d) is the number of point evaluations of f used in the quadrature rule (1.4).

While this result is explicit in k and a, we can obtain the following better estimate, for sufficiently large

k, although this is implicit in its dependence on a and requires more regularity on f .

Theorem 1.3. Suppose a ∈ R
d with aj 6= 0 for each j. Then, for each p ≥ 1 and d ≥ 1, there is a constant

Cd,p,a > 0 such that, for r ≥ d+ 1, we have

|Ik,d,af − Ik,d,a,rf | ≤ Cd,p,a k
−(d+1)

(
logd−1 N(r, d)

)p ( 1

N(r, d)

)p−1

‖f‖Wp+3,d , (1.9)

The third and fourth terms on the right-hand sides of (1.8) and (1.9) are standard in the analysis of

Smolyak-type approximation methods, having a power of logN which grows with dimension. While this

is good for moderate (but not very high) dimension d, our estimates (1.8), (1.9) also contain additional

factors containing potentially high negative powers of k, giving a substantial advantage over traditional

tensor product rules for these integrals: If a d−dimensional tensor product of the standard one-dimensional

(non-Filon) Clenshaw-Curtis rule were used to approximate (1.1) then (for fixed p and d), the standard

error estimate would give O(kpN−p/d) as k,N → ∞ (where N is the total number of points used - see

Example 3.1 for a precise statement). This is vastly inferior to (1.8), (1.9) when either d or k is large.

The estimate (1.8) can be seen as a generalisation of the concept of universality discussed in [27,

eqn. (7)] to the case of oscillatory integrals. In (1.8), one additional bounded mixed derivative is needed

(compared with the non-oscillatory case) in order to obtain the advantageous negative power of k in the

second term on the right-hand side of (1.8). This implies that, in general, the absolute error of the FCCS

rule decays with at least the same order in k as the integral itself as k → ∞. The estimate (1.9) essentially

shows that, under certain conditions, the relative error of the FCCS rule actually decays with repect to k.

In proving (1.8), (1.9) we make no special assumption concerning the decay of the derivatives of f with

respect to increasing dimension. Numerical experiments for the non-oscillatory case (e.g., [13, 26]) have

shown that if a suitable decay rate is present, then dimension-adaptive algorithms will give better results as

d increases. Theory underpinning the idea of the dimension-adaptive algorithms is given in [5, 30]. In §6.1

we give computations using both a standard and a dimension-adaptive method (the latter adapted from

the algorithm in [26]) for the oscillatory quadrature problem. These demonstrate the theoretical properties

of the former in general and the efficiency of the latter in cases where the importance of the dimensions is

decaying.

As an application of our FCCS rule, we consider the UQ problem for the one-space-dimensional

Helmholtz boundary-value problem:

Lu(x) := u′′(x) + k2n2(x)u(x) = F (x), 0 < x < 1 (1.10)

BLu(x) := u(0) = uL, (1.11)

BRu(x) := u′(1)− ikn∞u(1) = 0, (1.12)

where k is the wave number, uL and n∞ > 0 are constants, F is a smooth funtion and n2 is the (generally

variable) refractive index, here also assumed sufficiently smooth. The boundary conditions model a sound-

soft scattering boundary at x = 0 and a simple absorbing boundary condition at x = 1. In our UQ problem,
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n is assumed to be a random field of the form

n(x,y) = n0(x) +

d∑

j=1

nj(x)yj , (1.13)

where y ∈ [−1, 1]d are uniform i.i.d. random variables and the quantity of interest (QoI) is a linear

functional (with respect to the x variable) of the solution u. Although 1-d in space, this problem still

has some considerable difficulty for large k, because the solution u(x,y) suffers oscillations with respect

not only to the spatial variable x but also the random variable y as k → ∞, and the latter phenomenon

poses considerable difficulty for UQ algorithms at high wavenumber. The structure of these oscillations is

explained in more detail in §5.3.

However (because we are in 1d in space), for each fixed choice of y, the resulting deterministic Helmholtz

problem can be solved (with accuracy up to any negative order in k) using a hybrid numerical asymptotic

method, originally proposed by Aziz, Kellogg and Stephens [1], in which the work involved is independent

of k. This hybrid method also provides us with an asymptotic ansatz for the solution of the random

Helmholtz problem, and (it turns out that) the expected value of the QoI then can be expressed as a sum

of oscillatory integrals of the form (1.1) with respect to the random variables, which we can compute with

k−independent accuracy using our FCCS rule.

In §6.2 we give numerical results for the Helmholtz UQ problem, using the hybrid numerical-asymptotic

approximation for the Helmholtz problem and comparing the standard and dimension-adaptive methods

for the oscillatory integrals. In the dimension-adaptive case, for an example where the expansion (1.13)

decays exponentially, we observe increasing accuracy of the results as both the adaptive tolerance decreases

and the wave number k increases, with very modest growth in complexity with increasing dimension.

This is significant, since it is known that for Helmholtz problems in any space dimension, derivatives

with respect to the random parameters y for the Helmholtz problem blow up with wavenumber k, thus

enforcing strong constraints on UQmethods in general at high wavenumber. For example, in [11], conditions

ensuring convergence of first order randomized Quasi-Monte Carlo methods for a Helmholtz problem in

any space dimension were studied. There, to ensure a dimension-independent optimal error estimate, one

requires
∑∞

j=1 ‖nj‖2/3W 1,∞ = O(k−2/3), (i.e., the amplitude of the allowed randomness must decrease as k

increases). Strong constraints on the allowed amplitude of the randomness also appear in the multi-modes

method in [10]. We impose no such constraint in our computations. Quasi-Monte Carlo methods for

random Helmholtz problems in 2d were studied in [28, Chapter 4], where it was observed (for moderate

wavenumbers) that the number of quadrature points needed to ensure a bounded error as k increased

apparently grew exponentially in k.

The blow-up as k increases of the derivatives with respect to y of the Helmholtz solution is directly

related to the width of the region in C
d in which (the complex extension of) u is holomorphic. This region

of holomorphy is analysed in detail in the recent paper [31] for trapping and non-trapping geometries in

any dimension and with general random perturbations of a deterministic base problem. In particular it is

shown there that the estimates in [11] (for a non-trapping case and the expansion (1.13)) are sharp.

The remainder of the paper is organized as follows. In §2, we recall the Filon-Clenshaw-Curtis (FCC)

rule for the 1d oscillatory integral and give some basic theory for it . In §3, we combine the 1d quadrature

with the Smolyak algorithm to obtain our new FCCS rule for the multi-dimensional oscillatory integrals. In

§4, we give the error analysis for the FCCS rule, proving Theorems 1.2 and 1.3. The application to the UQ

problem for the Helmholtz equation is given in §5. In §6, we present numerical examples to demonstrate

the performance of the FCCS rule and its application to the UQ problem.

Recalling Notation 1.1, the following proposition is then easy to prove using the multidimensional

Leibniz rule.
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Proposition 1.4. For each p ≥ 0, there exists a constant Kp, depending on p but independent of k such

that

‖f̂‖Wp,d ≤ Kp‖f‖Wp,d

2 The FCC quadrature rule for 1D problems

In this section, we briefly review from [9] the Filon-Clenshaw-Curtis (FCC) rule for approximating the

one-dimensional integral

Iωg :=

∫ 1

−1
g(y) exp(iωy)dy, (2.1)

for ω ∈ R, where g ∈ Cp[−1, 1] for some integer p ≥ 1.

In the oscillatory case (|ω| ≥ 1), the FCC quadrature rule is obtained by replacing the factor g in (2.1)

by its degree N polynomial interpolant at the Clenshaw-Curtis points cos(jπ/N), j = 0, ..., N for N ≥ 1

(extrema of the Chebyshev polynomial of the first kind TN (y) := cos
(
N arccos(y)

)
). The interpolant is

expressed in terms of the basis {Tn : n = 0, . . . , N}, and the products of these basis functions with the

oscillatory function exp(iωy) are integrated exactly to obtain the quadrature weights.

Starting with the nested set of quadrature points (1.3), the FCC approximation to (2.1) is then

Iω,ℓFCCg :=

∫ 1

−1
(Qℓg)(y) exp(iωy)dy, (2.2)

where (Q1g) = g(0) and, for ℓ ≥ 2, Qℓg is the polynomial of degree nℓ satisfying

(Qℓg)(tj,ℓ) = g(tj,ℓ), j = 0, . . . , nℓ. (2.3)

It is a classical result that, for ℓ ≥ 2, Qℓg can be written as

(Qℓg)(y) =

nℓ∑

n=0

′′
an,ℓ(g)Tn(y), (2.4)

where the notation
∑ ′′

means that the first and the last terms in the sum are to be halved, and the

coefficients an,ℓ(g) are given by the discrete cosine transform:

an,ℓ(g) =
2

nℓ

nℓ∑

j=0

′′
cos

(
jnπ

nℓ

)
g(tj,ℓ), n = 0, . . . , nℓ. (2.5)

Substituting (2.4) into (2.2) for ℓ ≥ 2, we obtain the quadrature rule

Iω,ℓFCC g :=





W0(ω)g(0), ℓ = 1,
nℓ∑

n=0

′′
Wn(ω)an,ℓ(g), ℓ ≥ 2,

(2.6)

where the weights

Wn(ω) =

∫ 1

−1
Tn(y) exp(iωy) dy, n = 0, . . . , nℓ (2.7)

have to be computed. An algorithm for computing Wn(ω) for ℓ ≥ 2 is given and shown to be stable for all

nℓ and ω in [9].
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In the case where ω = 0, the weights are known analytically:

Wn(0) =

∫ 1

−1
Tn(y)dy =




0, n is odd,

2

1− n2
, n is even,

(2.8)

and these provide us with the classical standard Clenshaw-Curtis (CC) rule [6]:

∫ 1

−1
g(y)dy ≈ IℓCC g :=

∫ 1

−1
Qℓg =





2g(0), ℓ = 1,
nℓ∑

n=0

′′
Wn(0)an,ℓ(g), ℓ ≥ 2.

(2.9)

When |ω| < 1 the integral (2.1) is considered to be non-oscillatory, and can be approximated directly with

the CC rule. Hence our 1D quadrature method is:

Definition 2.1. For ω ∈ R and ℓ ≥ 1, we define the approximation Iω,ℓg to the integral (2.1) by

Iω,ℓg =





Iω,ℓFCC g, when |ω| ≥ 1,

IℓCC (g(·) exp(iω·)), when |ω| < 1.

(2.10)

Remark 2.2. Given the values {g(tj,ℓ) : j = 1, . . . 2ℓ−1}, the quadrature rule Iω,ℓ g can be computed with

complexity O(nℓ log nℓ), using FFT (see, e.g., [9, Remarks 2.1, 5.4]).

The following simple proposition uses Notation 1.1 to give a unified expression for (2.10) and will be

useful later.

Proposition 2.3. Let g ∈ C[−1, 1] and ℓ ≥ 1. Then the rule defined in (2.10) can be written

Ika,ℓg =

∫ 1

−1
(Qℓĝ)(y) exp(ikãy)dy, where ĝ(y) = g(y) exp(ikây). (2.11)

The following error estimate is a minor variation on the result in [9, Corollary 2.3].

Theorem 2.4. Define η(1) = 0, η(2) = 3. Then, for p ∈ N, p > 1, and s ∈ {1, 2}, there exists a constant

Cp such that, for all ℓ ≥ 2 and g ∈ Wp+η(s),1, the quadrature rule (2.10) has the error estimate:

∣∣∣Iωg − Iω,ℓg
∣∣∣ ≤ Cp min

{
1, |ω|−s

} ( 1

nℓ

)p−1

‖g‖Wp+η(s),1 , (2.12)

for all ω ∈ R, where min
{
1, |ω|−s

}
:= 1, if ω = 0. Moreover for ℓ = 1 and any p > 1 we have

∣∣∣Iωg − Iω,ℓg
∣∣∣ ≤ Cp min

{
1, |ω|−1

} ( 1

nℓ

)p−1

‖g‖Wp,1 . (2.13)

Proof. When ℓ ≥ 2, we have nℓ ≥ 3. A slight variation of [9, Theorem 2.2] then shows that there exists a

constant C > 0 such that, for all p > 1, the estimate

∣∣∣Iωg − Iω,ℓg
∣∣∣ ≤ C|ω|−s

(
1

nℓ

)p−1

‖gc‖Hp+η(s) , (2.14)

holds, for |ω| ≥ 1, where gc(θ) := g(cos θ) is the cosine transform of g and ‖ · ‖Hp is the usual univariate

Sobolev norm of order p. The estimate in [8] is only stated for ω ≥ 1, but the case ω ≤ −1 can be trivially

obtained from this by replacing y by −y and ω by −ω in (2.1).
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For |ω| < 1, we proceed by estimating the error in the classical Clenshaw-Curtis rule applied to

g̃(y) := g(y) exp(iωy) by

∣∣∣Iωg − Iω,ℓg
∣∣∣ =

∣∣∣∣
∫ 1

−1
(I −Qℓ)g̃

∣∣∣∣ ≤
√
2‖(I −Qℓ)g̃‖L2[−1,1]

≤
√
2

(∫ π

0
|((I −Qℓ)g̃)c(θ)|2dθ

)1/2

≤ C

(
1

nℓ

)p

‖g̃c‖Hp , (2.15)

which can then be bounded in the required form (2.12). (In the last step, we used [9, eq (15)]).

The constants C appearing in (2.14) and (2.15) are independent of ℓ and ω as well as p, but to complete

the proof we need to estimate the Sobolev norms on the right-hand sides of (2.14) and (2.15) in terms of

the Wp,1 norm of g. This is where the p-dependence appears. Since all the derivatives of cos θ are bounded

above by 1, the Faa di Bruno formula (e.g. [16])) readily yields

∣∣∣∣
(

d

dθ

)p

(gc(θ))

∣∣∣∣ ≤
∑

P

|g(|P|)(cos θ)|, θ ∈ [−π, π],

where the sum is over all partitions P of the set {1, . . . , p}, with |P| denoting the number of subsets

in P. Since |P| ≤ p and the number of all such partitions is Bp (the pth Bell number) it follows that

‖gc‖Hp ≤ CBp‖g‖Wp,1 . Recalling Proposition 1.4, ‖g̃c‖Hp satisfies the same estimate, thus completing the

proof of (2.12).

To obtain (2.13) for |ω| ≥ 1, we integrate by parts to obtain

Iωg − Iω,1g =

∫ 1

−1
(g(y) − g(0)) exp(iωy)dy

=
1

iω

(
(g(y)− g(0)) [exp(iωy)]1−1 −

∫ 1

−1
g′(y) exp(iωy)dy

)
,

from which the required estimate follows, since n1 = 1. When |ω| < 1, the proof is trivial.

Remark 2.5. In the proof above, the constant Cp in (2.12) grows quickly with p, in fact with the order of

the growth of the Bell number Bp. This is the price we pay for an estimate to be uniform in ℓ. (Uniformity

of the estimate with respect to ℓ is required in the proof of Theorem 4.2, because in the Smolyak construction,

low order approximations in some dimensions are combined with high order in others, so we need estimates

for all orders.) If (2.12) were only required to hold for ℓ sufficiently large (relative to p), then the constant

Cp can be bounded independently of p (see, for example, [8, Remark 2.4]).

3 An FCCS rule for multi-dimensional integrals

The direct application of the tensor product version of a conventional 1D rule to the multi-dimensional

problem (1.1) will give very poor results as d or k increases, first because of the high oscillation and second

because of the curse of dimensionality. The difficulty is illustrated by the following simple example.

Example 3.1. Suppose the integral (1.1) is approximated by the tensor product of the 1d Clenshaw-Curtis

rule (2.9), using n+1 points in each coordinate direction, so that the integrand is evaluated at N := (n+1)d

points. Then, in the special case f(y) = 1 and a = (1, 0, 0, . . . , 0)⊤, the error is

∫

[−1,1]d−1

∫ 1

−1
(I − Pn)

(
exp(ik·)

)
(y1) dy1dy2 . . . dyd = 2d−1

∫ 1

−1
(I − Pn)

(
exp(ik·)

)
(y1) dy1,
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where Pn denotes the polynomial interpolant at n + 1 Clenshaw-Curtis points in 1d (i.e. the operator Qℓ

in (2.4), with nℓ replaced by n). Using (2.15), the error estimate for this is kp n−p = kpO(N−p/d) for any

p.

We alleviate problem of growth with respect to k by adopting the Filon approach described above.

Then, to reduce the effect of dimension (encapsulated in the N−p/d estimate), we approximate (1.1) by

replacing f̂ in (1.2) by its Smolyak interpolant Qr,df̂ defined as follows.

Using the 1D interpolation operator Qℓ in (2.3), and the nested sequence of Clenshaw-Curtis grids in

(1.3), we define the difference operator Dℓ by

Dℓg := (Qℓ −Qℓ−1)g, with Q0g := 0. (3.1)

To define the Smolyak interpolation operator, it is convenient to define the index set Λ(q, d), for integers

q, d with q ≥ d by

Λ(q, d) = {ℓ ∈ N
d : 1 ≤ ℓ, |ℓ| ≤ q},

where 1 = (1, . . . , 1)⊤ and |ℓ| = ℓ1 + ℓ2 + . . . + ℓd. By [32, p.13], the cardinality of Λ(q, d) is given by the

binomial coefficient:

#Λ(q, d) =

(
q

d

)
. (3.2)

Smolyak’s formula for interpolating the d-dimensional function f : Rd → R in dimension d, with maximum

level r ∈ N := {1, 2, 3, . . .}, is then given (e.g., in [32, eq (10)] or [12, p.214]) by

(Qr,df̂)(y) :=
∑

ℓ∈Λ(r+d−1,d)

(Dℓ1 ⊗ ...⊗Dℓd)f̂(y). (3.3)

See [3, Prop 6] for a discussion of the interpolatory properties of Qr,d. The notation Dℓ1⊗ ...⊗Dℓd indicates

that we apply Dℓj with respect to variable yj, for each j = 1, ..., d. Note that, since ℓ ∈ Λ(r + d− 1, d) in

(3.3), we have d ≤ |ℓ| ≤ r + d− 1 and also 1 ≤ ℓj ≤ r for each j = 1, . . . , d.

Then, to define the FCCS rule for (1.2) (and hence (1.1)), we replace f̂ in (1.2) by (Qr,df̂), thus

obtaining (1.4). An alternative formula for Qr,df̂ is obtained using the combination technique ([32, Lemma

1], [12, Section 4.1]). This allows the formula (3.3) to be written in terms of Ql instead of Dl; the result is:

(Qr,df̂)(y) :=
∑

ℓ≥1

r≤|ℓ|≤r+d−1

(−1)r+d−|ℓ|−1

(
d− 1

|ℓ| − r

)
(Qℓ1 ⊗ ...⊗Qℓd)f̂(y). (3.4)

A useful observation from this is (when d = 1),

Qr,1f̂ = Qrf̂ (3.5)

Then, inserting (3.4) into (1.2), we obtain the following approximation of (1.1):

Proposition 3.2.

Ik,d,a,rf =
∑

ℓ≥1

r≤|ℓ|≤r+d−1

(−1)r+d−|ℓ|−1

(
d− 1

|ℓ| − r

)
(Iω1,ℓ1 ⊗ · · · ⊗ Iωd,ℓd)f, (3.6)

where

ωj = kaj for each j = 1, ..., d. (3.7)
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Proof. By (1.4) and (3.4), it is sufficient to prove that
∫

[−1,1]d
(Qℓ1 ⊗ ...⊗Qℓd)f̂(y) exp(ikã · y)dy = (Iω1,ℓ1 ⊗ · · · ⊗ Iωd,ℓd)f, (3.8)

with ωj as given in (3.7). The proof of (3.8) is obtained by induction on the dimension d. For d = 1, we

have, directly from Proposition 2.3,

∫ 1

−1
(Qℓ1 f̂)(y) exp(ikã1y)dy = Ika1,ℓ1f = Iω1,ℓ1f. (3.9)

Now suppose (3.8) holds for dimension d and, considering dimension d+1, we introduce new notation as

follows. For y ∈ [−1, 1]d+1 and a ∈ R
d+1, we write y = (y∗, yd+1) and a = (a∗, ad+1), where y∗ ∈ [−1, 1]d

and a∗ ∈ R
d. Moreover, for any f ∈ C([−1, 1]d+1) and any fixed y∗ ∈ [−1, 1]d, we write f(y∗, ·) to denote

the univariate function yd+1 7→ f(y∗, yd+1) = f(y). Using Iω,ℓ[f(y∗, ·)] to denote the application of the

quadrature rule (2.10) to f(y∗, ·), we also define the d−variate functions

Fω,ℓ(y∗) = Iω,ℓ[f(y∗, ·)], and F̂ω,ℓ(y∗) = Fω,ℓ(y∗) exp(ikâ∗ · y∗) for all y∗ ∈ [−1, 1]d. (3.10)

Then, we have
∫

[−1,1]d+1

(Qℓ1 ⊗ ...⊗Qℓd ⊗Qℓd+1)f̂(y) exp(ikã · y)dy

=

∫

[−1,1]d
(Qℓ1 ⊗ ...⊗Qℓd)

(∫ 1

−1
(Qℓd+1 f̂(y∗, ·) exp(ikãd+1·))(yd+1)dyd+1

)
exp(ikã∗ · y∗)dy∗ (3.11)

By Proposition 2.3, we have

∫ 1

−1
(Qℓd+1 f̂(y∗, ·) exp(ikãd+1·))(yd+1)dyd+1 = Iωd+1,ℓd+1 [f(y∗, ·)] exp(ikâ∗ · y∗) = F̂ωd+1,ℓd+1(y∗).

Inserting this into (3.11) and using the inductive hypothesis (i.e., that (3.8) holds), we obtain
∫

[−1,1]d+1

(Qℓ1 ⊗ ...⊗Qℓd ⊗Qℓd+1)f̂(y) exp(ikã · y)dy

=

∫

[−1,1]d

(
(Qℓ1 ⊗ ...⊗Qℓd)F̂ωd+1,ℓd+1

)
(y∗) exp(ikã∗ · y∗)dy∗

=
(
Iω1,ℓ1 ⊗ . . .⊗ Iωd,ℓd

)
Fωd+1,ℓd+1. (3.12)

The fact that (3.8) holds for dimension d+ 1 then follows by the defintion of Fωd+1,ℓd+1 in (3.10).

4 Error analysis of the FCCS rule

In this section, we shall provide an error estimate of the FCCS rule (3.6) for approximating (1.1) (equiva-

lently (1.2)). Before this we need several preliminary results.

Lemma 4.1. (i) Recall Iωg defined in (2.1). Then, for any ω ∈ R and g ∈ W1,1,

|Iωg| ≤ 4min{1, |ω|−1} ‖g‖W1,1 ,

where min{1, |ω|−1} := 1 when ω = 0 .

(ii) Let g ∈ Wp,1, with p > 1, let a ∈ R, and define ã, â as in Notation 1.1 and set ĝ(y) = g(y) exp(kây).

Then, for all k ≥ 0, and ℓ ≥ 1, we have

∣∣∣∣
∫ 1

−1
(Dℓĝ)(y) exp(ikãy)dy

∣∣∣∣ ≤ C ′
pmin{1, |ω|−1}

(
1

nℓ−1

)p−1

‖g‖Wp,1 , (4.1)
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where ω = ka, C ′
p = 2max{Cp, 2}, with Cp is as in Proposition 2.4 and we have set n0 = 1.

Moreover, for k ≥ 0 and ℓ ≥ 3,
∣∣∣∣
∫ 1

−1
(Dℓĝ)(y) exp(ikãy)dy

∣∣∣∣ ≤ C ′
pmin{1, |ω|−2}

(
1

nℓ−1

)p−1

‖g‖Wp+3,1 . (4.2)

Proof. (i) For ω 6= 0. we use integration by parts to obtain

Iωg =

∫ 1

−1
g(y) exp(iωy)dy =

1

iω
[g(y) exp(iωy)]1−1 −

1

iω

∫ 1

−1
g′(y) exp(iωy)dy.

Thus

|Iωg| ≤ 2

|ω| ||g||∞ +
2

|ω| ||g
′||∞ ≤ 4

|ω| ||g||W1,1 .

On the other hand, a direct estimate yields |Iωg| ≤ 2‖g‖∞ for all ω, and part (i) follows.

(ii) For ℓ ≥ 2, by the definition of Dℓ, Proposition 2.3 and Theorem 2.4 (with s = 1),
∣∣∣∣
∫ 1

−1
(Dℓĝ)(y) exp(ikãy)dy

∣∣∣∣ =

∣∣∣∣
∫ 1

−1
(Qℓ −Qℓ−1)ĝ(y) exp(ikãy)dy

∣∣∣∣

= |Iω,ℓg − Iω,ℓ−1g| ≤ |Iωg − Iω,ℓg|+ |Iωg − Iω,ℓ−1g| (4.3)

≤ Cpmin{1, |ω|−1}
[(

1

nℓ

)p−1

+

(
1

nℓ−1

)p−1
]
‖g‖Wp,1

= Cpmin{1, |ω|−1}
[(

1

nℓ−1

)p−1

(21−p + 1)

]
‖g‖Wp,1

≤ 2Cp min{1, |ω|−1}
(

1

nℓ−1

)p−1

‖g‖Wp,1 . (4.4)

For ℓ = 1, we use Proposition 2.3 to obtain,

∣∣∣∣
∫ 1

−1
(D1ĝ)(y) exp(ikãy)dy

∣∣∣∣ = |Iω,1g| =

{
|g(0)|

∣∣∣
∫ 1
−1 exp(iωy)dy

∣∣∣ for |ω| ≥ 1,

2|g(0)|, for |ω| < 1,

which gives
∣∣∣
∫ 1
−1(D

1ĝ)(y) exp(ikãy)dy
∣∣∣ ≤ 2min{1, |ω|−1}||g||∞. The last two estimates yield (4.1).

To obtain (4.2) we proceed as in the case ℓ ≥ 2, but when estimating (4.3) we can use Theorem 2.4

with s = 2 instead of s = 1.

Theorem 4.2. Let C ′
p be as in Lemma 4.1 (ii) and, for a ∈ R

d, set ωj = kaj . Then for fixed p > 1, r ≥ 1,

and f ∈ Wp,d,

|Ik,d,af − Ik,d,a,rf | ≤
d∏

j=1

(
C ′
pmin{1, |ωj |−1}

)
(

r + d− 1

d− 1

)
2−(r−d)(p−1)‖f‖Wp,d , (4.5)

where min{1, |ωj |−1} := 1 when ωj = 0.

Proof. This is proved by induction on d. The argument follows that of [32] and [12], although these

references analysed tensor versions of standard quadrature rules and not Filon rules for oscillatory integrals,

as considered here.

Note that for d = 1, we have, by (1.1) and (2.1), Ik,1,af = Iω1f with ω1 = ka1. By (1.4) with d = 1,

then (3.5) and Proposition 2.3, we have Ik,1,a,rf = Iω1,rf. Then applying Theorem 2.4 with s = 1, we

have

|Ik,1,af − Ik,1,a,rf | = |Iω1f − Iω1,rf | ≤ Cpmin{1, |ω1|−1}
(

1

nr

)p−1

‖f‖Wp,1 . (4.6)
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Since Cp ≤ C ′
p, this yields (4.5) for d = 1.

Now suppose (4.5) holds for dimension d and consider dimension d+1. We adopt the notation used in

the proof of Proposition 3.2, and, for ℓ ∈ N
d+1, we write ℓ = (ℓ∗, ℓd+1) with ℓ∗ ∈ N

d. Also, recalling (2.1),

we introduce, for f ∈ C([−1, 1]d+1),

Fω(y∗) := Iω[f(y∗, ·)]. (4.7)

We then estimate the error by the sum of two terms:

|Ik,d+1,af − Ik,d+1,a,rf | ≤ |Ik,d+1,af − Ik,d,a∗,rFωd+1 |+ |Ik,d,a∗,rFωd+1 − Ik,d+1,a,rf |
=: |T1|+ |T2|. (4.8)

Considering |T1| first, we use the equality Ik,d+1,af = Ik,d,a∗
Fωd+1 and the inductive hypothesis to

obtain

|T1| = |
(
Ik,d,a∗ − Ik,d,a∗,r

)
Fωd+1 |

≤
(

r + d− 1

d− 1

)
d∏

j=1

(
C ′
pmin{1, |ωj |−1}

)
2−(r−d)(p−1)‖Fωd+1‖Wp,d . (4.9)

Then, using Lemma 4.1 (i) and a little manipulation one can see that

‖Fωd+1‖W p,d ≤ 4min{1, |ωd+1|−1} ‖f‖W p,d+1 ≤ C ′
pmin{1, |ωd+1|−1} ‖f‖W p,d+1 . (4.10)

Hence, using this in (4.9) we obtain

|T1| ≤
(

r + d− 1

d− 1

)
d+1∏

j=1

(
C ′
pmin{1, |ωj |−1}

)
2−(r−d)(p−1)‖f‖Wp,d+1 . (4.11)

To estimate T2, we first apply [32, eq. (11)], to write

Qr,d+1 =
∑

ℓ∈Λ(r+d,d+1)

(Dℓ1 ⊗ ...⊗Dℓd+1) =
∑

ℓ
∗∈Λ(r+d−1,d)

(Dℓ∗1 ⊗ ...⊗Dℓ∗
d)⊗Qr+d−|ℓ∗|.

Then, with notation as in (3.10) and proceeding as in (3.12), we have

Ik,d+1,a,rf =

∫

[−1,1]d+1

(Qr,d+1f̂)(y) exp(ikã · y)dy

=
∑

ℓ
∗∈Λ(r+d−1,d)

∫

[−1,1]d
(Dℓ∗1 ⊗ ...⊗Dℓ∗

d)F̂ωd+1,r+d−|ℓ∗|(y∗) exp(ikã∗ · y∗)dy∗. (4.12)

Also, by (1.4) and subsequently (3.3), we have

Ik,d,a∗,rFωd+1 =

∫

[−1,1]d
(Qr,dF̂ωd+1)(y∗) exp(ikã∗ · y∗)dy∗

=
∑

ℓ
∗∈Λ(r+d−1,d)

∫

[−1,1]d
(Dℓ∗1 ⊗ ...⊗Dℓ∗

d)F̂ωd+1(y∗) exp(ikã∗ · y∗)dy∗. (4.13)

Thus, combining (4.12) and (4.13), we obtain

T2 = Ik,d,a∗,rFωd+1 − Ik,d+1,a,rf

=
∑

ℓ
∗∈Λ(r+d−1,d)

∫

[−1,1]d
(Dℓ∗1 ⊗ ...⊗Dℓ∗

d)
(
F̂ωd+1 − F̂ωd+1,r+d−|ℓ∗|

)
(y∗) exp(ikã∗ · y∗)dy∗. (4.14)
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Now, to estimate |T2|, we consider any function G ∈ Wp,d and any a ∈ R
d, and define Ĝ(y) =

G(y) exp(ikâ.y), with â as defined in Notation 1.1 as in (1.2). By induction on dimension d, using Lemma

4.1 (ii) at each step, we obtain the estimate
∣∣∣∣∣

∫

[−1,1]d
(Dℓ∗1 ⊗ ...⊗Dℓ∗

d) Ĝ(y∗) exp(ikã∗ · y∗)dy∗

∣∣∣∣∣

≤
d∏

j=1


C ′

pmin{1, |ωj |−1}
(

1

nℓ∗j−1

)p−1

 ‖G‖Wp,d

≤




d∏

j=1

(
C ′
pmin{1, |ωj |−1}

)

 2(2d−|ℓ∗|)(p−1) ‖G‖Wp,d , (4.15)

where, in the last step, we used the fact that

d∏

j=1

1

nℓ∗j−1
≤

d∏

j=1

22−ℓ∗j = 22d−|ℓ∗|.

Thus, to complete the estimate of (4.14) we need to estimate ‖Fωd+1 − Fωd+1,r+d−|ℓ∗|‖Wp,d . Recalling

that Fω is given by (4.7) and Fω,ℓ is given in (3.10), we apply Theorem 2.4 with s = 1 to obtain, for any

j = 1, . . . , d, and any q = 0, . . . , p,
∣∣∣∂q

j (F
ωd+1 − Fωd+1,r+d−|ℓ∗|)(y∗)

∣∣∣ =
∣∣∣
(
Iωd+1 − Iωd+1,r+d−|ℓ∗|

) [
(∂q

j f)(y
∗, ·)
]∣∣∣

≤ Cpmin{1, |ωd+1|−1} 2−(r+d−|ℓ∗|−1)(p−1) ‖(∂q
j f)(y

∗, ·)‖Wp,1 ,

(where we used the fact that r + d− |ℓ∗| ≥ 1 in (4.14), because ℓ∗ ∈ Λ(r + d− 1, d)). Hence

‖Fωd+1 − Fωd+1,r+d−|ℓ∗|‖Wp,d ≤ Cpmin{1, |ωd+1|−1} 2−(r+d−|ℓ∗|−1)(p−1) ‖f‖Wp,d+1 . (4.16)

Combining (4.14), (4.15) and (4.16), using Cp ≤ C ′
p and then the cardinality formula (3.2), we obtain

|T2| ≤



d+1∏

j=1

(
C ′
pmin{1, |ωj |−1}

)



 ∑

ℓ
∗∈Λ(r+d−1,d)

(
22d−|ℓ∗|2−(r+d−|ℓ∗|−1)

)p−1


 ‖f‖Wp,d+1

=

(
r + d− 1

d

)

d+1∏

j=1

(
C ′
pmin{1, |ωj |−1}

)

 2−(r−d−1)(p−1) ‖f‖Wp,d+1 . (4.17)

Then, combining (4.11), (4.17) and using the elementary identity
(q
d

)
+
( q
d−1

)
=
(q+1

d

)
, with q = r+d−1,

we have shown that the estimate (4.5) holds for dimension d+ 1.

Remark 4.3. (i) For those values of ℓ∗ satisfying r+ d−|ℓ∗| ≥ 2, an application of Theorem 2.4 shows

that (4.16) holds with |ωd+1|−1 replaced by |ωd+1|−2 and Wp,d+1 replaced by Wp+3,d+1.

(ii) If any ℓ∗j ≥ 3 then (for that particular j), an application of Theorem 4.1 (ii), shows that |ωj |−1 can

be replaced by |ωj |−2 and Wp,d replaced by Wp+3,d in (4.15).

While Theorem 4.2 gives an estimate for the error which is explicit in a and k, the following theorem

gives a simpler (and higher order in k−1) at the cost of a stronger regularity requirement.

Theorem 4.4. Let a ∈ R
d with aj 6= 0 for each j. Let p ≥ 1 and d ≥ 1. Then there exists a constant

Cp,d,a such that, for all r ≥ d+ 1 and f ∈ Wp+3,d,

|Ik,d,af − Ik,d,a,rf | ≤ Cp,d,a k−(d+1)

(
r + d− 1

d− 1

)
2−(r−d)(p−1)‖f‖Wp+3,d . (4.18)
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Proof. We follow the proof of Theorem 4.2, indicating differences only briefly. This proof is less technical

since we assume k is sufficiently large and we do not require explicitness with respect to a. Throughout

the proof Cp,d,a denotes a generic constant which may depend on p, d,a, and whose value may vary from

line to line.

Step 1 For the case d = 1, we have r ≥ 2. Then we recall (4.6), but this time we use Theorem 2.4 with

s = 2 to obtain

|Ik,1,af − Ik,1,a,rf | = |Iω1f − Iω1,rf | ≤ Cp(k|a|)−2

(
1

nr

)p−1

‖f‖Wp+3,1 ,

which yields (4.18) for d = 1.

Step 2 Now assuming (4.18) holds for d we consider the corresponding result for dimension d+1. In this

case we are assuming

r ≥ d+ 2. (4.19)

Again we introduce the splitting (4.8).

Step 2a Analogously to (4.9) and (4.10) we obtain, via the inductive hypothesis,

|T1| ≤ Cp,d,a k
−(d+1)

(
r + d− 1

d− 1

)
2−(r−d)(p−1)‖Fωd+1‖Wp+3,d

≤ Cp,d,a k
−(d+2)

(
r + d− 1

d− 1

)
2−(r−d)(p−1)‖f‖Wp+3,d+1 , (4.20)

where the additional power of k comes from the estimate of ‖Fωd+1‖Wp+3,d+1 – analgous to (4.10).

Step 2b The estimate of |T2| (starting from (4.14)) is slightly more complicated. Note first that (4.14)

is a sum of terms, each corresponding to a different choice of ℓ∗. In all cases r + d − |ℓ∗| ≥ 1. The key

estimates for each of the summands in (4.14) are given in (4.15) and (4.16). In the following discussion

we will discuss only asymptotic decay as k → ∞ of terms in (4.15) and (4.16), the dependence on other

variables is the same as in the proof of Theorem 4.2.

If, in fact, r + d− |ℓ∗| ≥ 2 then, via Remark 4.3 (i), we obtain

‖Fωd+1 − Fωd+1,r+d−|ℓ∗|‖Wp,d ≤ Cp,d,a k
−2 2−(r+d−|ℓ∗|−1)(p−1)‖f‖Wp+3,d+1 ,

i.e., one additional negative power of k compared with (4.16). In this case, the corresponding summand

in (4.14) can be estimated as a product of d terms of O(k−1) (analogous to (4.15)) and one of O(k−2),

yielding O(k−(d+2)) overall for that summand.

On the other hand, if r + d − |ℓ∗| = 1, then, by (4.19), |ℓ∗| = r + d − 1 ≥ 2d + 1. Since also ℓ∗ ≥ 1,

it follows that at least one ℓ∗j must be ≥ 3. For this j, Remark 4.3 (ii) can be applied. Thus (4.15) has

an estimate of O(k−d−1) (or better) and combining this with the standard O(k−1) estimate for (4.16), we

again obtain O(k−d−2) overall for that summand as well.

Thus overall (4.14) has an O(k−(d+2)) estimate in the case of dimension d + 1. This completes the

induction argument.

Remark 4.5. The result in Theorem 4.4 is important if one is interested in computing (1.1) to high relative

accuracy for large k. This is because in general the oscillatory integral (1.1) decays with order O(k−d) as k

increases, and Theorem 4.4 shows that the relative error in computing this with the FCCS rule still decays

with increasing k.
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We are now ready to complete the proofs of the main theorems - Theorem 1.2 and 1.3, stated in the

Introduction.

Proof of Theorems 1.2, 1.3. The proofs just require estimating the term

(
r + d− 1

d− 1

)
2−(r−d)(p−1) which

appears in the estimates in Theorems 4.2 and 4.4.

The reference [27, Lemma 4] gives an asymptotic formula (due to Müller-Gronbach) for the number of

nodes N(r, d) used in the quadrature rule (1.4). Using this, and a little manipulation, we obtain

N(r, d) ≈ 1

(d− 1)! 2d

(
1 +

d− 1

r

)d−1 [
2r rd−1

]
,

where ≈ means that the ratio of the left-hand side and the right-hand side tends to 1 as r → ∞. Hence

from this it follows that, for sufficiently large r,

1

(d− 1)! 2d−1

[
2r rd−1

]
≥ N(r, d) ≥ 1

(d− 1)! 2d+1

[
2r rd−1

]
. (4.21)

In particular, for sufficiently large r, we have the inequalities

(i) 2−(r−d) ≤ 2

(d− 1)!

rd−1

N(r, d)
and (ii) 2r ≤ N(r, d). (4.22)

Moreover, as is easily shown,

lim
r→∞

1

rd−1

(
r + d− 1

d− 1

)
=

1

(d− 1)!
,

and so, for sufficiently large r,

(
r + d− 1

d− 1

)
≤ 2

(d− 1)!
rd−1. (4.23)

Putting together (4.22) (i) and (4.23) and then using (4.22)(ii), we obtain

(
r + d− 1

d− 1

)
2−(r−d)(p−1) ≤

(
2

(d− 1)!

)p

(rd−1)p
(

1

N(r, d)

)p−1

≤
(

2

(d− 1)! logd−1 2

)p

(logd−1 N(r, d))p
1

N(r, d)p−1

Combining this with Theorems 4.2, 4.4, we complete the proof of Theorems 1.2, 1.3.

Remark 4.6. Finally we remark that the better decay rate as k → ∞ obtained in Theorem 1.3 could be

obtained for smaller r if, instead of the mid-point rule when ℓ = 1 (see (1.3)), we employ the two-point

Clenshaw-Curtis rule. This fact is illustrated in Example 3 of §6. While this observation is useful for

problems of moderate dimension d, it is less interesting for higher d because the number of nodes used in

the Smolyak interpolant grows quickly with d if a rule with more than one point is employed at level 1 (see

the statement after equation(4) in [3], or [27, equation (25)]).

5 Application to a UQ problem for the Helmholtz equation

In uncertainty quantification for problems governed by PDEs, one typically wants to compute the output

statistics (e.g. expectation or higher order moments) of some quantity of interest (QoI - typically a func-

tional of the PDE solution), given the statistical properties of the random input data (e.g., coefficients) of
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the PDE. The required output moments are usually written as a multi-dimensional integral, with dimension

determined by the number of random parameters in the model. For problems governed by the Helmholtz

equation, the solution is usually oscillatory with respect to both the physical variable(s) and the random

parameters. – see, e.g., [28, Chapter 5], [11, §4], [31].

In this paper we restrict to problem (1.10) – (1.12) and we first deal with the oscillation with respect

to x by applying a ‘hybrid numerical-asymptotic’ method in physical space. For each random parameter

y this yields an expression for the solution u(x,y) (increasingly accurate as k increases) which identifies

the principal oscillations with respect to x, and the only parts to be computed numerically are smooth

functions of x. For this Helmholtz problem, it turns out that the approximation also yields the principal

oscillations with respect to y and integration with respect to y requires integration of multidimensional

oscillatory integrals of the type discussed earlier in this paper. (See e.g., [4], for a general discussion of

hybrid numerical-asymptotic methods in the context of Helmholtz problems.)

Later we will study the case when n is a random field, but we start here with the deterministic case in

order to explain the hybrid numerical-asymptotic method.

5.1 The deterministic problem and its hybrid numerical-asymptotic solution

In this subsection we shall explain how to obtain an asymptotic approximation for the solution u of (1.10) –

(1.12) which is increasingly accurate as k increases. Its implementation will involve the numerical solution

of problems which are well-behaved with respect to k.

To motivate the idea we first consider problem (1.10) – (1.12) in the special case F = 0. Then, in

the homogeneous case n = 1 the solution is just a linear combination of the complementary functions

exp(±ikx). When n is variable, we define N(x) =
∫ x
0 n(x′)dx′ and, for functions µ, ν we consider the

‘approximate complementary function’:

r := µξ + νξ−1, where ξ(x) = exp(ikN(x)),

with µ, ν (as yet) unknown functions of x. With this, we readily find:

Lr =
[
µ′′ + ik(2nµ′ + n′µ)

]
ξ +

[
ν ′′ − ik(2nν ′ + n′ν)

]
ξ−1. (5.1)

In order to derive to find an approximation to u which is accurate for large k, we introduce the ‘approximate

ray-expansion’:

ũm :=
2m∑

j=0

k−jrj , where rj := µjξ + νjξ
−1, for m ≥ 0. (5.2)

Then (recalling that we assumed Lu = F = 0), an easy calculation, using (5.1) shows

L(u− ũm) = −
2m∑

j=0

k−j
[
µ′′
j + ik(2nµ′

j + n′µj)
]
ξ −

2m∑

j=0

k−j
[
ν ′′j − ik(2nν ′j + n′νj)

]
ξ−1. (5.3)

To force ũm to be close to u, we choose the coefficients µj and νj to that the right-hand side of (5.3)

decays rapidly with increasing k. Forcing all terms in (5.3) up to O(k−2m) to vanish leads to the system

of differential equations to be satisfied by µj, νj :

2nµ′
j + n′µj = iµ′′

j−1, j = 0, 1, . . . ,m (5.4)

2nν ′j + n′νj = −iν ′′j−1, j = 0, 1, . . . ,m (5.5)

with µ−1 = ν−1 = 0. (5.6)
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Then, provided we choose the boundary conditions for µj and νj so that u − ũm satisfies homogeneous

boundary conditions and provided the regularity of µj, νj can be controlled we can ensure (at least formally)

that u− ũm = O(k−2m) for any choice of m.

This explains the idea in the simple case F = 0. Now we prove a theorem which describes the general

case. To handle F 6= 0 we need to introduce the sequence

F2 = F/n2 and F2j+2 = −F ′′
2j/n

2, for j = 1, 2, . . . . (5.7)

Theorem 5.1. Assume that m ≥ 1, F ∈ C2m[0, 1] and n ∈ C2m+2[0, 1]. Then for k sufficiently large, and

for j = 0, . . . , 2m, there exist unique µj , νj satisfying (5.4) – (5.6), together with the boundary conditions:

BLr0 = uL, BRr0 = 0; (5.8)

and,

BLr2j−1 = 0, BRr2j−1 = 0

BLr2j = −F2j(0), BRr2j = −BRF2j

}
, for j = 1, . . . ,m. (5.9)

Moreover, with the approximation to u then defined by

ũm :=
2m∑

j=0

k−jrj +
m∑

j=1

k−2jF2j , (5.10)

there exists a constant C independent of k such that, for sufficiently large k,

‖u− ũm‖H1(0,1) ≤ Ck−2m. (5.11)

Proof. First, we note that, using [1, Lemma 2.2] and the regularity condition on n we can show by a simple

induction that, for k sufficiently large, µj and νj are well-defined for all j = 0, . . . , 2m and also ‖µ′′
2m‖∞,[0,1]

and ‖ν ′′2m‖∞,[0,1] are both bounded independently of k. Moreover the regularity conditions of n and F also

ensure that F2j are well defined, for j = 1, . . . ,m+ 1, and ‖F2m+2‖∞,[0,1] is bounded independently of k.

Now, to prove the result we observe that by (5.1), and then (5.4) – (5.6),

L




2m∑

j=0

k−jrj


 =

2m∑

j=0

(
k−jµ′′

j + ik−(j−1)(2nµ′
j + n′µj)

)
ξ (5.12)

+
2m∑

j=0

(
k−jν ′′j − ik−(j−1)(2nν ′j + n′νj)

)
ξ−1

=
2m∑

j=0

[(
k−jµ′′

j − k−(j−1)µ′′
j−1

)
+
(
k−jν ′′j − k−(j−1)ν ′′j−1

)]

= k−2m
(
µ′′
2m + ν ′′2m

)
. (5.13)

Moreover, using also (5.7),

L




m∑

j=1

k−2jF2j


 =

m∑

j=1

k−2j(F ′′
2j + k2n2F2j) = n2

m∑

j=1

(k−2j+2F2j − k−2jF2j+2)

= n2(F2 − k−2mF2m+2) = F − k−2mn2F2m+2. (5.14)

Combining (5.10), (5.13) and (5.14), and using Lu = F , we have

L(u− ũm) = k−2m(n2F2m+2 − µ′′
2m − ν ′′2m). (5.15)
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Also, by (5.8), (5.9), we have

BLũ
m =

2m∑

j=0

k−jBLrj +

m∑

j=1

k−2jBLF2j = uL +

m∑

j=1

k−2j(−F2j(0) + F2j(0)) = uL. (5.16)

and

BRũ
m =

2m∑

j=0

k−jBRrj +

m∑

j=1

k−2jBRF2j =

m∑

j=1

k−2j(−BRF2j +BRF2j) = 0. (5.17)

Therefore

BL(u− ũm) = 0 = BR(u− ũm), (5.18)

and it follows (see e.g., [1, Lemma 2.1]), that

‖u− ũm‖H1(0,1) ≤ Ck−2m,

which leads to the required result (5.11).

Remark 5.2. By taking m = 1 in Theorem 5.1, and under the assumptions n ∈ C4[0, 1] and F ∈ C2[0, 1],

we obtain the approximation (valid for k sufficiently large):

ũ1 = µ̃ξ + ν̃ξ−1 + F̃ , (5.19)

where

ξ = exp(ikN), µ̃ = µ0 + k−1µ1 + k−2µ2, ν̃ = ν0 + k−1ν1 + k−2ν2, and F̃ = k−2F2 = k−2F/n2.

(5.20)

With this approximation we have the error estimate ||u− ũ1||H1(0,1) = O(k−2). We use this approximation

in the numerical experiment in the following section.

5.2 Computation of µ̃ and ν̃

The computation of F̃ is easy, and thus we need to compute µ̃ and ν̃ in order to obtain ũ1, which is then

reduced to the computation of {µj , νj}2j=0. We know from §5.1 that µj and νj satisfy the ODE system

(5.4) – (5.6) together with the boundary conditions (5.8) and (5.9) for j = 0, 1, 2. The ODE system (5.4)

– (5.6) admits the following solutions:

µj(x) = α1
jµ

G
j (x) + µP

j (x), νj(x) = α2
jν

G
j (x) + νPj (x), (5.21)

where

µG
j (x) = νGj (x) = n(x)−

1
2 (5.22)

are the general solutions and

µP
j (x) =

i

2
n(x)−

1
2

∫ x

0
µ′′
j−1(s)n(s)

− 1
2 ds, νPj (x) = − i

2
n(x)−

1
2

∫ x

0
ν ′′j−1(s)n(s)

− 1
2 ds (5.23)

are the particular solutions, with the coefficients α1
j and α2

j determined by the boundary conditions (5.8)

and (5.9). We let

Iµ
j (x) =

∫ x

0
µ′′
j−1(s)n(s)

− 1
2ds, Iν

j (x) =

∫ x

0
ν ′′j−1(s)n(s)

− 1
2ds. (5.24)

In general, we do not have the analytic expressions for µj and νj, since we do not always have an explicit

expression for the integrals in (5.24). We sometimes need to resort to numerical integration.
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Partition of [0, 1] Let M and L be positive integers with H = 1
M and h = 1

LM , where L is assumed to

be even without loss of generality. We partition [0, 1] into 0 = x0 < x1 < . . . < xM−1 < xM = 1, where

xm = mH for m = 0, 1, . . . ,M . For each interval [xm, xm+1], we further partition it into xm = x0m < x1m <

. . . < xL−1
m < xLm = xm+1, where xℓm = xm + ℓh for ℓ = 0, 1, . . . , L. We aim to obtain the values of µ̃ and ν̃

at xm for m = 0, 1, . . . ,M .

Computation of µ0 and ν0 Note that µP
0 = νP0 = 0 since µ−1 = ν−1 = 0. Then µ0(x) and ν0(x) can

be analytically obtained with the coefficients α1
0 and α2

0 determined by the boundary condition (5.8).

Computation of µ1 and ν1 Note that µ′′
0(x)n(x)

− 1
2 and ν ′′0 (x)n(x)

− 1
2 , i.e. the integrands of Iµ

1 and Iν
1 ,

are analytically available. We obtain the values of Iµ
1 (x

ℓ
m) and Iν

1 (x
ℓ
m) for each m and ℓ by successively

applying an MG-point Gauss quadrature rule to the integration on [xℓm, xℓ+1
m ]. Then we obtain the values of

µ1(x
ℓ
m) and ν1(x

ℓ
m) for each m = 0, 1, . . . ,M and ℓ = 0, 1, . . . , L, with the coefficients α1

1 and α2
1 determined

by the boundary condition (5.9) for j = 1.

Computation of µ2 and ν2 Note that

(
µP
1 (x)

)′′
=

i

2

[(
3

4
n(x)−

5
2n′(x)2 − 1

2
n(x)−

3
2n′′(x)

)
Iµ
1 (x)−

3

2
n(x)−2n′(x)µ′′

0(x) + n(x)−1µ′′′
0 (x)

]
. (5.25)

Hence µ′′
1(x)n(x)

− 1
2 is available at xℓm for each m = 0, 1, . . . ,M and ℓ = 0, 1, . . . , L, and so is ν ′′1 (x)n(x)

− 1
2 .

We obtain the values of Iµ
2 (xm) and Iν

2 (xm) for each m by successively applying the composite Simpson’s

rule to the integration on [xm, xm+1] using the values of µ′′
1(x)n(x)

− 1
2 and ν ′′1 (x)n(x)

− 1
2 at xℓm for ℓ =

0, 1, . . . , L. The we obtain the values of µ2(xm) and ν2(xm) for each m = 0, 1, . . . ,M , with the coefficients

α1
2 and α2

2 determined by the boundary condition (5.9) for j = 2.

5.3 The random problem

We now introduce the random model by assuming that n(x) depends in an affine way on d i.i.d. random

variables y = (y1, ..., yd) with yi ∈ U [−1, 1]. That is, we assume

n(x,y) = n0(x) +

d∑

j=1

nj(x)yj , (5.26)

where nj(x) ∈ C4[−1, 1] for j = 0, 1, . . . , d. We also assume that the expansion functions satisfy, for some

constant C > 0,

min
x∈[0,1]

n0(x)−
d∑

j=1

||nj ||∞,[0,1] ≥ C (5.27)

This condition ensures that

C ≤ n(x,y) ≤
d∑

j=0

‖nj‖∞,[0,1], for all x ∈ [0, 1], y ∈ U [−1, 1]d. (5.28)

With the parametrization of n given in (5.26), we have

N(x,y) = N0(x) +

d∑

j=1

Nj(x)yj , with Nj(x) =

∫ x

0
nj(x

′)dx′, j = 0, . . . , d, (5.29)
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and hence

ξ(x,y) = exp(ikN0(x)) exp(ika(x) · y), (5.30)

where a ∈ C[0, 1]d is the real vector-valued function with components given by

aj(x) = Nj(x), j = 1, . . . , d. (5.31)

In UQ applications one is often interested in computing the expectation or higher moments of a Quantity

of Interest, typically a functional of the solution u. Since our aim here is to provide an application of the use

of the FCCS rule combined with the hybrid numerical-asymptotic we restrict attention to the computation

of the the expectation of u(x) at any given point x ∈ [0, 1] which we can approximate by E[ũ1(x)], with ũ1

given in (5.19), (5.20) above. To express this quantity neatly, for any smooth enough function ξ defined

on [0, 1] × [−1, 1]d, we define the integrals

(I±aξ)(x) = 2−d

∫

[−1,1]d
ξ(x,y) exp(±ika(x)y)dy and (Iξ)(x) = 2−d

∫

[−1,1]d
ξ(x,y)dy. (5.32)

Using this notation we have

E[ũ1(x)] = exp(ikN0(x)) (I+aµ̃)(x) (5.33)

+ exp(−ikN0(x)) (I−aν̃)(x) (5.34)

+ (IF̃ )(x) (5.35)

The integral (5.35) is not oscillatory and can be computed using the standard Clenshaw-Curtis-Smolyak

rule, but (5.33) and (5.34) need to be computed using our FCCS rule. The values of µ̃(x,y) and ν̃(x,y)

at the multidimensional quadrature nodes are computed using the procedure described in §5.2.

At this point we remark that, although the functions µj , νj are non-oscillatory with respect to spatial

variable x, the coefficients αℓ
j appearing in (5.21) do depend on k (via application of the boundary conditions

(5.8), (5.9)), and so µ̃, ν̃ could potentially have derivatives (with respect to the random paramneters y)

which depend on k. We investigate this point in §6.2 and show that, under reasonable assumptions, the

application of the FCCS rule to (5.33), (5.34), where µ̃, ν̃ are approximated by the Smolyak inrterpolation

can be justified and works well in practice.

Before proceeding, we remark that the computation above can easily be extended to general linear

functionals on H1(0, 1). For example, to approximate the expected value of Gu := (u, g)L2(0,1), with

g ∈ L2(0, 1), we compute

E

[∫ 1

0
ũ1(x, ·)g(x)dx

]
=

∫ 1

0
E
[
ũ1(x, ·)

]
g(x)dx

=

∫ 1

0
exp(ikN0(x))(I+aµ̃)(x)g(x)dx+

∫ 1

0
exp(−ikN0(x))(I−aν̃)(x)g(x)dx+

∫ 1

0
(I f̃)(x)g(x)dx,

(5.36)

so that additional 1d oscillatory integrals now appear in the first and second terms of (5.36). Similar but

slightly more complicated terms appear in the computation of the general linear functional on H1(0, 1):

Gu := (u′, g′)L2(0,1) + (u, g)L2(0,1), for any g ∈ H1(0, 1).

6 Numerical Experiments

Our code for the following numerical examples was based on the Sparse Grids Matlab Kit, available at

https://sites.google.com/view/sparse-grids-kit. See also [2, 29].
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6.1 Multi-dimensional quadrature

In this subsection we illustrate the convergence properties of the Filon-Clenshaw-Curtis-Smolyak rule. The

absolute and relative errors are defined respectively as:

ek,d,a,r(f) =
∣∣∣Ik,d,af − Ik,d,a,rf

∣∣∣ and Ek,d,a,r(f) =

∣∣Ik,d,af − Ik,d,a,rf
∣∣

|Ik,d,af | ,

with Ik,d,af and Ik,d,a,rf defined in (1.2) and (3.6) respectively.

Example 1: Exactness check. Recall that by [3, Proposition 2], we have Qr,df = f , for all

f ∈
∑

|ℓ|=r+d−1

P(nℓ1)⊗ P(nℓ2)⊗ . . .⊗ P(nℓd), (6.1)

where n1 = 0 and nℓ = 2ℓ−1 for ℓ ≥ 2 and P(n) denotes the univariate polynomials of degree n. Choosing

f(y) =

d∏

j=1

y2j , (6.2)

we have Qr,df = f when r ≥ d + 1. (This is because ℓ := (2, 2, . . . , 2)⊤ satisfies |ℓ| = 2d ≤ r + d − 1.)

Results for d = 4, a = (1, 0, 1, 0)⊤ are given in Table 1 and clearly indicate exactness of the approximation

for r ≥ 5 = d+ 1.

ek,d,a,r(f)

r 1 2 3 4 5 6 7

k = π/2 2.59 (-2) 2.59 (-2) 2.59 (-2) 2.59 (-2) 3.47 (-17) 2.09 (-17) 3.71 (-17)

k = 2π 4.56 (-3) 4.56 (-3) 4.56 (-3) 4.56 (-3) 6.07 (-18) 1.65 (-17) 2.33 (-17)

Table 1: ek,d,a,r(f) for d = 4, k = π/2, 2π with f as in (6.2)

In the following three examples we compute (1.1) for the case d = 3 with

f(y) = cos(my1y2y3) (6.3)

and various choices of a. The exact value of Ik,d,af is taken to be Ik,d,a,10f , and this value is used to

compute the errors. We repeated with exact value computed with r = 12 and observed no changes in the

results.

Example 2 - fast convergence with increasing r. This experiment illustrates the fast decay of the

error as r increases when f is smooth. The relative errors for four different values of m as r increases and

k = 101.53 is fixed are given in Table 2. Convergence as r increases is observed in the columns corresponding

to m = 2, 4, 8. For fixed r, the error grows roughly proportional to m. In the column headed m = 16

we see that convergence has hardly started yet, and higher r will be needed to see convergence. Intuition

for this can be obtained from Theorem 1.3, since ‖f‖W p,d ∼ mp, indicating the need for higher r before

convergence commences.
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m = 2 m = 4 m = 8 m = 16

r Ek,d,a,r(f) Ek,d,a,r(f) Ek,d,a,r(f) Ek,d,a,r(f)

3 3.22 (+0) 2.67 (+0) 4.32 (+0) 2.10 (+0)

4 4.10 (-2) 1.99 (-1) 3.73 (-1) 1.37 (-1)

5 2.20 (-3) 7.13 (-2) 1.90 (-1) 1.83 (-1)

6 9.47 (-5) 2.25 (-3) 5.87 (-2) 1.62 (-1)

Table 2: Relative error as r increases when a = (1, 1, 1)⊤, k = 101.53 and f given by (6.3)

Example 3 - asymptotic decay as k → ∞, with fixed r. Again we fix a = (1, 1, 1)⊤ and study

the behaviour of the errors as k → ∞. In general, the decay rate of the exact and approximate intergrals

as k → ∞ can be quite delicate. To see this, consider the following model 1D integral with integration by

parts:

∫ 1

−1
exp(iky)g(y)dy =

1

ik
[g(1) exp(ik) − g(−1) exp(−ik)]− 1

ik

∫ 1

−1
exp(iky)g′(y)dy. (6.4)

A second integration by parts shows that the second term on the right-hand side of (6.4) is O(k−2), while

the first term takes the form C(k)k−1, so is dominant in general. However in general the factor C(k)

can vary considerably with respect to k, leading to possibly irregular behaviour as k → ∞. However by

taking k = 2ℓπ + π/4, ℓ = 2, 4, 8, . . . , 128, C(k) turns out to be the k−independent constant C(k) =

((1− i)g(1)+ (1+ i)g(−1))/
√
2, thus ensuring (excluding special cases of g) a regular O(k−1) decay for the

dominant term in (6.4). We use this sequence of wavenumbers in the experiments below. With f as given

in (6.3) with m = 2, Table 3 illustrates that |Ik,d,af | decays with O(k−d). Also, the relative error remains

bounded with respect to k when r = 3 and decays with order at least O(k−1) for r = 4, as predicted by

Theorem 1.3.

r = 3 r = 4

k |Ik,d,a(f)| ek,d,a,r(f) Ek,d,a,r(f) ek,d,a,r(f) Ek,d,a,r(f)

13.35 1.06(-03) 2.25(-03) 2.12(+00) 2.35(-04) 2.21(-01)

25.92 1.04(-04) 10.21 2.66(-04) 8.44 2.56(+00) 0.83 1.88(-05) 12.47 1.81(-01) 1.22

51.05 1.12(-05) 9.30 3.24(-05) 8.21 2.90(+00) 0.88 1.28(-06) 14.76 1.14(-01) 1.59

101.32 1.28(-06) 8.73 4.00(-06) 8.11 3.12(+00) 0.93 8.22(-08) 15.52 6.42(-02) 1.78

201.85 1.52(-07) 8.39 4.96(-07) 8.06 3.26(+00) 0.96 5.20(-09) 15.79 3.41(-02) 1.88

402.91 1.86(-08) 8.21 6.18(-08) 8.03 3.33(+00) 0.98 3.27(-10) 15.91 1.76(-02) 1.94

805.03 2.29(-09) 8.10 7.71(-09) 8.01 3.36(+00) 0.99 2.05(-11) 15.96 8.94(-03) 1.97

Table 3: Errors for a = (1, 1, 1)⊤, f given by (6.3) with m = 2, increasing k, for r = 3 and r = 4

We recall that the rule analysed in this paper uses the mid-point rule at level 1, and Clenshaw-Curtis

grids thereafter (see (1.3)). By Remark 4.6, a better asymptotic decay of the relative error with respect

to k – even for small r – can be obtained if we use instead the two-point Clenshaw-Curtis rule at level

1. Results using this rule for the same case as in Table 3 are given in Table 4. Here the relative error is

observed to decay with O(k−1) when r = 3 and with O(k−2) when r = 4 and we observe several orders of

magnitude improvement in accuracy for large k. However we recall that the number of quadrature points

grows more rapidly with dimension when the level 1 rule has more than one point and so this method may
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not be appropriate for higher dimensions. But if d is not too big, this variation should be useful if accurate

results for very high k are required.

r = 3 r = 4

k ek,d,a,r(f) Ek,d,a,r(f) ek,d,a,r(f) Ek,d,a,r(f)

13.35 6.65(-05) 6.27(-02) 2.05(-05) 1.93(-02)

25.92 2.57(-06) 25.91 2.47(-02) 2.54 8.37(-07) 24.44 8.06(-03) 2.39

51.05 5.36(-08) 47.96 4.79(-03) 5.16 2.86(-08) 29.30 2.56(-03) 3.15

101.32 1.03(-09) 51.98 8.05(-04) 5.95 9.25(-10) 30.89 7.23(-04) 3.54

201.85 2.19(-10) 4.71 1.43(-03) 0.56 2.93(-11) 31.55 1.92(-04) 3.76

402.91 1.88(-11) 11.65 1.01(-03) 1.42 9.19(-13) 31.92 4.94(-05) 3.89

805.03 1.34(-12) 14.04 5.83(-04) 1.73 2.85(-14) 32.23 1.24(-05) 3.98

Table 4: Errors for f given in (6.3) with m = 2, a = (1, 1, 1)⊤, for r = 3 and r = 4 using Clenshaw-Curtis

2 point rule on level 1

Example 4 - Robustness to variation in the elements of a. Recall that integral Ik,d,a(f) is only

oscillatory in the jth dimension when k|aj | ≥ 1, and if this is not true then the standard quadrature rule

(and not its Filon variant) is applied in that dimension. The standard rule is Clenshaw-Curtis when ℓ ≥ 2

and the mid-point rule when ℓ = 1. Here we show that the algorithm proposed works stably when k|aj |
passes through the value 1 or when aj = 0. In this example we consider examples with a = (0.01, 1, 1)⊤

and a = (0, 1, 1)⊤. In the first case Ik,d,a(f) is not oscillatory in the y1 direction unless k ≥ 100 and in the

second case it is never oscillatory in the y1 direction. Results are in Table 5. The method behaves robustly

to the choice of a1.

a = (0.01, 1, 1)⊤

k = 25.92 k = 101.32 k = 201.85

|Ik,d,a(f)| : 2.30(-3) 1.68(-4) 3.96(-5)

Ek,d,a,r(f):

r = 4 1.96(-1) 1.34(-1) 5.42(-2)

r = 5 2.41(-2) 7.00(-3) 3.54(-3)

r = 6 1.37(-4) 2.70(-4) 4.57(-6)

r = 7 1.30(-5) 2.13(-5) 1.92(-5)

r = 8 2.05(-6) 4.46(-7) 1.59(-7)

a = (0, 1, 1)⊤

k = 25.92 k = 101.32 k = 201.85

2.30(-3) 1.70(-4) 4.38(-5)

1.80(-1) 1.64(-1) 1.63(-1)

2.47(-2) 7.97(-3) 4.87(-3)

2.11(-4) 3.88(-4) 2.21(-4)

1.56(-5) 1.53(-5) 1.09(-5)

2.12(-6) 8.60(-7) 2.48(-7)

Table 5: Values of the relative error as r increases, with d = 3,m = 2 and two different choices of a.

In the next example we illustrate the advantage arising when some dimensions of the problem are less

important than others.

Example 5 - Decaying importance of dimensions Here we consider the functions

f(y) = cos(my1y2) cos(my3y4) cos(my5y6), (6.5)

f(y) = cos(my1y2) cos(0.1my3y4) cos(0.01my5y6). (6.6)

With k = 16π + 1 ≈ 51.27 and a = (1, . . . , 1)⊤ ∈ R
6, the reference values of the integrals are taken to be

the product of the quadrature approximations to the three 2-d integrals:

Ik,6,a(f) ≈
3∏

j=1

Ik,2,(a2j−1,a2j),10(fj).
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The relative errors for each choice of f are given in Table 6, illustrating the substantial benefit of the decay

in importance of the dimensions in case (6.6) compared with case (6.5).

m = 1 m = 2 m = 3 m = 4

r Ek,d,a,r(f) Ek,d,a,r(f) Ek,d,a,r(f) Ek,d,a,r(f)

6 7.92 (-1) 3.14 (+1) 7.78 (+0) 1.74 (+1)

7 8.51 (-3) 1.49 (+0) 1.00 (+0) 6.15 (+0)

8 4.47 (-5) 8.51 (-2) 1.68 (-1) 2.52 (+0)

9 3.21 (-6) 3.62 (-4) 7.35 (-3) 3.71 (-1)

6 3.52 (-7) 2.27 (-5) 4.27 (-4) 6.51 (-3)

7 7.84 (-9) 1.93 (-6) 1.67 (-5) 1.56 (-4)

8 6.74 (-10) 1.35 (-7) 6.33 (-7) 6.04 (-6)

9 2.61 (-12) 8.76 (-10) 3.23 (-8) 1.18 (-6)

Table 6: Relative error as r increases when d = 6, a = (1, . . . , 1)⊤, k = 51.27 and f given by (6.5) (top

panel) and (6.6) (bottom panel)

Example 6 – Dimension-adaptive methods. It is well-known (e.g., [13, 26]) (and the previous exam-

ple shows) that if the dimensions can be ordered so that higher dimensions become less and less important

than lower dimensions, then dimension-adaptive tensor product methods will be more efficient than stan-

dard procedures. This observation is relevant to the UQ problem considered in the next subsection. To

illustrate this here, we consider the integral

I(x) :=
∫

[−1,1]d
n−1/2(x,y) exp(ika(x).y)dy, (6.7)

where n given in (5.26), with

n0(x) = 1 and nj(x) = exp(−j) sin(jπx), for x ∈ [0, 1], (6.8)

and so, by (5.31),

aj(x) = Nj(x) =

∫ x

0
nj(x

′)dx′ = exp(−j)

∫ x

0
sin(jπx′)dx′ =

1

jπ
exp(−j) (1 − cos(jπx)).

Since the functions µ0, ν0 (which constitute the principal parts of µ̃, ν̃ in (5.20)) are y-dependent multiples

of n−1/2, the computation of I(x) is a good test for the UQ computation considered in the following

subsection.

In this example we choose k = 101.53 and x = 1/2 and we compare the performance of the ‘standard’

FCCS rule (i.e., the rule analysed above) with an adaptive version where the approximation Qr,df̂ in (1.4)

is replaced by a dimension-adaptive procedure.

Our algorithm is implemented using the Sparse Grids Matlab kit [26, 29] and uses an adaptive procedure

motivated by discussions in [13, 26]. More precisely, since |I(x)| decreases as k increases, we aim to

compute an approximation Iτ (x) of I(x) so that the relative error estimate |I(x)−Iτ (x)|/|I(x)| ≤ τ holds.

Since this cannot be done exactly, it is done approximately by computing local relative ‘profit indicators’,

measuring the benefit of adding more sparse grid points to the existing approximation, defining the global

profit indicator by taking the maximum of these, and iterating till the global profit indicator is below the

tolerance.

To compute errors, a reference value for I(x) is computed by ‘brute force’, using the tensor product

Gauss-Legendre rule with 25 Gauss points in each of the d dimensions, allowing us to compute errors.

24



Results are given in Tables 7 – 9. The tables show the substantial advantage of the adaptive method in

terms the number of function evaluations over the standard method when the dimensions have decreasing

importance, a situation often encountered in UQ applications.

adaptive standard

τ = 10−4 r = 4 r = 5 r = 6

relative error 1.15 (-7) 8.37 (-6) 1.34 (-7) 7.21 (-10)

number of function evaluations 53 137 401 1105

Table 7: Comparison of the dimension-adaptive and standard FCCS rule for I(1/2), d = 4

adaptive standard

τ = 10−6 r = 4 r = 5 r = 6

relative error 9.33 (-8) 8.46 (-6) 1.41 (-7) 8.64 (-10)

number of function evaluations 129 389 1457 4865

Table 8: Comparison of the dimension-adaptive and standard FCCS rule for I(1/2), d = 6

adaptive standard

τ = 10−6 r = 4 r = 5 r = 6

relative error 1.17 (-7) 8.46 (-6) 1.41 (-7) 7.85 (-10)

number of function evaluations 151 849 3937 15713

Table 9: Comparison of the dimension-adaptive and standard FCCS rules for I(1/2), d = 8

6.2 UQ problem for the Helmholtz equation

In this subsection we consider the Helmholtz problem (1.10) – (1.12) with random n = n(x,y) given

by (5.26), but with F a function of x only, so that the solution u = u(x,y) depends on x and y (and

also on the frequency k). Then formulae (5.33) – (5.34) show that E[u(x)] can be written as a sum of

oscillatory integrals with kernels given in equation (5.20). These integrals are (formally) in a form suitable

for approximation by our FCCS rule, but in order to predict more precisely how well this will work, some

further analysis is needed to investigate the regularity of µ̃ and ν̃ with respect to y. Since the principal

components of µ̃, ν̃ (i.e. those components which are O(1) as k → ∞) are µ0, ν0 respectively, we restrict

the discussion here to the analysis of the regularity of µ0, ν0 with respect to y. In the following discussion

we make the simplifying assumptions that (in the random problem), the Dirichlet data uL = u(0) is a

constant independent of y and that n∞ = n(1,y) is a positive constant for all y ∈ [−1, 1]d. Then it can

be shown, after some algebra, that

µ0(x,y) = α1
0(y)n(x,y)

−1/2, and ν0(x,y) = α2
0(y)n(x,y)

−1/2, (6.9)

where the functions αj
0 are given by

α2
0(y) =

uL
√

n(0,y)n′(1,y)

2i

exp(ikN(1,y))

n′(1,y) sin(kN(1,y))− 2kn2
∞ exp(−ikN(1,y))

(6.10)

and

α1
0(y) = uL

√
n(0,y)− α2

0(y). (6.11)
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From this we see that:

(i) If n′(1,y) = 0 (i.e., n(x,y) is a constant function of x near x = 1 for all y), then α2
0(y) = 0,

α1
0(y) = uL

√
n(0,y), and there is no k−dependent oscillation with respect to y in α1

0(y). The

component r0 in the expansion (5.10) corresponds to a wave moving from left to right across the

domain;

(ii) If n′(1,y) 6= 0 then, while α1
0 and α2

0 are both potentially have k−dependent oscillations with respect

to y, the amplitude of their oscillatory components decays with O(1/k) as k increases.

These facts allow us to apply the FCCS rule directly to the integrals (5.33) and (5.34) without any further

splitting of their kernels. We do this in the following example for a case where n′(1,y) is not the zero

function, and observe good results.

In the following two examples we consider computing E[u(1)] for the problem (1.10) – (1.12) with

uL = 1, n∞ = 1, F (x) = x, with n given by (5.26), and (6.8). So in this case n(1,y) = n∞ = 1 for all y

and formulae (6.10), (6.11) hold.

Using the asymptotic approximation described in §5.1, this can be approximated by E[ũ1(1)], where ũ1

is defined in Remark 5.2. The formulae in (5.33), (5.34) and (5.35) show that E[ũ1(1)] can be written as a

sum of three multidimensional integrals, the first two of which are oscillatory.

The functions µ̃ and ν̃ appearing in (5.33) and (5.34) are obtained using the formulae (5.19), (5.20),

(5.21), requiring the solution of a system of ODEs that are non-oscillatory with respect to x. To solve

these we use the method described in §5.2 to do this with parameters chosen as M = 1, L = 1024 and

MG = 10. These parameters are chosen to give very accurate values of µ̃ and ν̃ and it is not the purpose

of this paper to investigate the most efficient choice of these parameters, since this question is not related

to our main task here, namely to find methods which are efficient in terms of k and d dependence.

We then study the performance of both the standard and the adaptive methods for approximating the

integrals appearing in (5.33), (5.34) and (5.35).

Example 7 - The standard FCCS method. For r ≥ 1, we denote by E
k,r[ũ1(x)] the approximation

of E[ũ1(x)] obtained by applying the FCCS rule to (5.33), (5.34) and (5.35) with maximum level r. Since

(5.35) is not oscillatory, the FCCS rule just corresponds to a standard sparse grid quadrature on the

hierarchy of grids (1.3).

r k = 8 k = 16 k = 32 k = 64

5 5.86 (-3) 1.18 (-4) 8.84 (-4) 8.11 (-4)

6 5.83 (-3) 2.49 (-5) 5.13 (-5) 3.16 (-4)

7 5.83 (-3) 2.79 (-5) 7.62 (-6) 1.11 (-4)

8 5.83 (-3) 2.80 (-5) 6.53 (-6) 2.83 (-6)

9 5.83 (-3) 2.80 (-5) 6.49 (-6) 2.82 (-6)

10 5.83 (-3) 2.80 (-5) 6.49 (-6) 2.33 (-6)

11 5.83 (-3) 2.80 (-5) 6.49 (-6) 2.31 (-6)

12 5.83 (-3) 2.80 (-5) 6.49 (-6) 2.31 (-6)

Table 10: |Ek,r[ũ1(1)]− E[u(1)]| for d = 4 as r and k vary

We first consider d = 4. A reference value is computed by applying the continuous piecewise linear

finite element method to the full k−dependent boundary-value problem (1.10) – (1.12) with spatial mesh

size h = (214 + 1)−1 . This is done for sample points y chosen on the grid formed as the tensor product

of the 1d Gauss-Legendre rule with 50 Gauss points in each of the d dimensions. This is an expensive
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method, but it provides a very accurate E[u(1)], and is done only once to allow us to study errors. The

absolute error |Ek,r[ũ1(1)] − E[u(1)]| is shown in Table 10. Recall that the method we are studying has

an error with respect to k (due to the asymptotic approximation) and with respect to r (from the sparse

grid approximation). Hence we see convergence as both k and r increase by reading diagonally across the

table, e.g., starting from r = 7 and k = 8 we see the sequence: 5.83(−3), 2.80(−5), 6.49(−6), 2.33(−6),

and similarly for other diagonals.

Since, for r = 12 there is not much error in the oscillatory integrals, we see steady decay of the error

(between O(k−1) amd O(k−2)) as k increases. For small r, on the other hand, the rows of Table 10 do not

exhibit steady decay with respect to k due to the error in the oscillatory integrals.

The computation of the exact reference value used in Table 10 is costly and not feasible for higher

dimensions or wavenumbers. Instead, in Table 11 we study the error proxy

|Ek,r[ũ1(1)] − E
k,r+4[ũ1(1)]| (6.12)

for d = 4 and higher values of k. Table 10 tells us that we should use this proxy cautiously, since (for

example) computing this quantity for the column corresponding to k = 8 will give values uniformly of

order 10−6 where the true error is much larger. However reading Table 11 diagonally we still see quite

convincing convergence of this proxy to zero as k, r both increase simultaneously, although the convergence

is not always monotonic.

r k = 32 k = 64 k = 128

4 2.17 (-3) 5.35 (-4) 4.04 (-5)

5 8.77 (-4) 8.09 (-4) 5.43 (-5)

6 4.48 (-5) 3.19 (-4) 1.02 (-4)

7 2.22 (-6) 1.13 (-4) 5.19 (-5)

8 1.30 (-7) 1.50 (-6) 5.84 (-5)

Table 11: Values of the ‘Error proxy’ (6.12) for d = 4 for various r and k

In Table 11 we study the ‘error proxy’:

|Ek,r[ũ1(1)] − E
k,r+2[ũ1(1)]| (6.13)

for the case d = 6, and observe a similar diagonal behaviour.

r k = 32 k = 64 k = 128

4 2.21 (-3) 2.05 (-4) 1.25 (-4)

5 8.89 (-4) 9.17 (-4) 4.03 (-5)

6 4.20 (-5) 3.31 (-4) 1.54 (-4)

7 2.12 (-6) 1.08 (-4) 5.13 (-5)

8 1.20 (-7) 1.71 (-6) 5.63 (-5)

Table 12: Values of the ‘Error proxy’ (6.13) for d = 6 for various r and k

Example 8 - The dimension adaptive algorithm. Finally we consider the dimension adaptive

method for the UQ problem. In this case, for any given k, E[u(1)] is computed by approximating the

three integrals (5.33), (5.34) and (5.35), using the dimension adaptive method. To do this we introduce a

tolerance parameter τ . Since the formulae (6.10), (6.11) show that the amplitude of ν0 appearing in the

integral (5.34) decays with O(1/k), and (recall Example 6 above), the adaptive method aims to control
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the relative error (and not the absolute error) in the approximate integral, we use a smaller tolerance τ for

integrals (5.33) and (5.35) and larger tolerance kτ for integral (5.34), and the resulting approximation of

E[ũ1(x)] is denoted by E
k,τ [ũ1(x)]. For d = 6, 8, 10, we display values of the error proxy:

|Ek,τ [ũ1(1)] − E
k,τ/4[ũ1(1)]|. (6.14)

We also let Nµ̃, Nν̃ , Nf̃
denote, respectively, the number of grid points in the adaptive sparse grids used

for computing integrals (5.33), (5.34) and (5.35) and set Ntot = Nµ̃ +Nν̃ +N
f̃
.

τ k = 32 k = 64 k = 128 k = 256

0.01 3.84 (-5) 1.13 (-4) 2.77 (-5) 2.78 (-7)

0.005 6.37 (-5) 1.86 (-4) 2.57 (-5) 7.76 (-6)

0.0025 7.01 (-5) 5.98 (-5) 3.12 (-5) 3.19 (-7)

0.00125 2.64 (-4) 1.81 (-6) 6.63 (-5) 7.19 (-6)

0.01 (21, 27, 13, 61) (21, 75, 13, 109) (13, 15, 13, 41) (13, 13, 13, 39)

0.005 (49, 43, 13, 105) (21, 75, 13, 109) (13, 21, 13, 47) (21, 13, 13, 47)

0.0025 (53, 53, 13, 119) (81, 75, 13, 169) (13, 149, 13, 175) (21, 15, 13, 49)

0.00125 (53, 77, 13, 143) (141, 81, 13, 235) (21, 149, 13, 183) (39, 15, 13, 67)

0.000625 (53, 77, 13, 143) (149, 141, 13, 303) (31, 157, 13, 201) (55, 15, 13, 83)

0.0003125 (91, 77, 13, 181) (219, 141, 13, 373) (167, 277, 13, 457) (55, 45, 13, 113)

Table 13: Results of the dimension adaptive method for d = 6 for various τ and k. Top panel: Values of

the ‘Error proxy’ (6.14). Bottom panel: (Nµ̃, Nν̃ , Nf̃
, Ntot)

τ k = 32 k = 64 k = 128 k = 256

0.01 3.84 (-5) 1.13 (-4) 2.77 (-5) 2.78 (-7)

0.005 6.37 (-5) 1.86 (-4) 2.57 (-5) 7.76 (-6)

0.0025 7.01 (-5) 5.98 (-5) 3.12 (-5) 3.19 (-7)

0.00125 2.64 (-4) 1.81 (-6) 6.63 (-5) 7.19 (-6)

0.01 (25, 31, 17, 73) (25, 79, 17, 121) (17, 19, 17, 53) (17, 17, 17, 51)

0.005 (53, 47, 17, 117) (25, 79, 17, 121) (17, 25, 17, 59) (25, 17, 17, 59)

0.0025 (57, 57, 17, 131) (85, 79, 17, 181) (17, 153, 17, 187) (25, 19, 17, 61)

0.00125 (57, 81, 17, 155) (145, 85, 17, 247) (25, 153, 17, 195) (43, 19, 17, 79)

0.000625 (57, 81, 17, 155) (153, 145, 17, 315) (35, 161, 17, 213) (59, 19, 17, 95)

0.0003125 (95, 81, 17, 193) (223, 145, 17, 385) (171, 281, 17, 469) (59, 49, 17, 125)

Table 14: Results of the dimension adaptive method for d = 8 for various τ and k. Top panel: Values of

the ‘Error proxy’ (6.14). Bottom panel: (Nµ̃, Nν̃ , Nf̃
, Ntot)
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τ k = 32 k = 64 k = 128 k = 256

0.01 3.84 (-5) 1.13 (-4) 2.77 (-5) 2.78 (-7)

0.005 6.37 (-5) 1.86 (-4) 2.57 (-5) 7.76 (-6)

0.0025 7.01 (-5) 5.98 (-5) 3.12 (-5) 3.19 (-7)

0.00125 2.64 (-4) 1.81 (-6) 6.63 (-5) 7.19 (-6)

0.01 (29, 35, 21, 85) (29, 83, 21, 133) (21, 23, 21, 65) (21, 21, 21, 63)

0.005 (57, 51, 21, 129) (29, 83, 21, 133) (21, 29, 21, 71) (29, 21, 21, 71)

0.0025 (61, 61, 21, 143) (89, 83, 21, 193) (21, 157, 21, 199) (29, 23, 21, 73)

0.00125 (61, 85, 21, 167) (149, 89, 21, 259) (29, 157, 21, 207) (47, 23, 21, 91)

0.000625 (61, 85, 21, 167) (157, 149, 21, 327) (39, 165, 21, 225) (63, 23, 21, 107)

0.0003125 (99, 85, 21, 205) (227, 149, 21, 397) (175, 285, 21, 481) (63, 53, 21, 137)

Table 15: Results of the dimension adaptive method for d = 10 for various τ and k. Top panel: Values of

the ‘Error proxy’ (6.14). Bottom panel: (Nµ̃, Nν̃ , Nf̃
, Ntot)

In Tables 13 – 15 we again observe diagonal convergence as τ → 0 and k → ∞. For fixed k and τ we

see only very modest growth in the amount of work as the dimension increases. In fact for τ = 0.00125 and

any fixed k a linear least squares fit on the data here suggests the number of function evaluations grows at

most like O(d0.1) as d increases. For fixed τ and d, we see some initial growth of the work as k increases,

but this seems to reduce substantially as k gets higher.
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