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ABSTRACT. This paper presents a novel, interdisciplinary study that leverages a Machine
Learning (ML) assisted framework to explore the geometry of affine Deligne-Lusztig varieties
(ADLV). The primary objective is to investigate the nonemptiness pattern, dimension and
enumeration of irreducible components of ADLV. Our proposed framework demonstrates a
recursive pipeline of data generation, model training, pattern analysis, and human examina-
tion, presenting an intricate interplay between ML and pure mathematical research. Notably,
our data-generation process is nuanced, emphasizing the selection of meaningful subsets and
appropriate feature sets. We demonstrate that this framework has a potential to acceler-
ate pure mathematical research, leading to the discovery of new conjectures and promising
research directions that could otherwise take significant time to uncover. We rediscover the
virtual dimension formula and provide a full mathematical proof of a newly identified problem
concerning a certain lower bound of dimension. Furthermore, we extend an open invitation to
the readers by providing the source code for computing ADLV and the ML models, promoting
further explorations. This paper concludes by sharing valuable experiences and highlighting
lessons learned from this collaboration.
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1. INTRODUCTION

1.1. A Brief Overview of Affine Deligne-Lusztig Varieties. The concept of Affine Deligne-
Lusztig Varieties (ADLV) was first introduced by Rapoport [50]. These varieties serve as a
group-theoretic model for the reduction of Shimura varieties and shtukas with parahoric level
structure and play a vital role in arithmetic geometry and the Langlands program. Key problems
associated with ADLV include:

e Non-emptiness pattern;
e Dimension;
e Enumeration of irreducible components.

Over the past two decades, the study of ADLV has been a vibrant research topic. Significant
progress has been made in understanding fundamental problems, and important applications to
number theory and the Langlands program have been discovered. The non-emptiness pattern
and dimension of ADLV in the affine Grassmannian are now fully understood, and in most
cases, they are also known for ADLV in the affine flag variety. The enumeration of irreducible
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components has been solved in the affine Grassmannian case. For more in-depth information,
readers are referred to the survey article [25].

Despite these advancements, a comprehensive solution to the problems presented by ADLV
remains a challenge, primarily due to the difficulty in finding explicit patterns.

In this paper, our focus is on ADLV X,,(b) in the affine flag variety (associated with the
Iwahori level structure). Information for other parahoric level structures can be obtained from
the Iwahori level structure via the natural projection map. The ADLV X,,(b) depends on two
parameters: the element w in the Iwahori-Weyl group W of a loop group G, and the Frobenius-
twisted conjugacy class [b] of G. We consider the map from the pair (w,b) to the dimension
and enumeration of the top-dimensional irreducible components of X,,(b) (refer to for a
precise statement of the problem). The image of a given pair (w,b) can be calculated using
the intricate inductive algorithm established in [23]. Yet, the goal is to derive more explicit
formulas/information for this map. Such explicit formulas and information are particularly
intriguing because of their broad applications to arithmetic geometry and number theory.

1.2. Machine learning assisting pure mathematics research. In recent years, machine
learning (ML), particularly deep learning, has exerted a profound impact on diverse scientific and
engineering disciplines, bringing about substantial changes in the way we conduct research. The
success of ML primarily hinges on the development of the designing and training of deep neural
networks, which approximate complex, high-dimensional mappings with desirable accuracy and
rapid evaluations. As a result, ML has become a leading force in different areas of artificial
intelligence (AI), such as natural language processing (large language models such as chatGPT
[66]), computer vision (e.g., NerF [43], Diffusion Models [30]) and games (e.g., mastering the
game of Go [56], Poker [6], Starcraft IT [63]). Moreover, the excellent approximation capabilities
of deep neural networks have helped discover new patterns or principles within large, multi-
dimensional data sets. This has significantly expanded ML’s role in natural science, contributing
to the rise of a new field known as “Al for Science.” Successful examples include the work of
AlphaFold [32], molecular dynamics simulations |10, 65 [31], chemical discovery [58, 38| 42|,
system identification |7, 40, [39] |49], controllable nuclear fusion |33} [13], etc.

More recently, Geordie Williamson and DeepMind used ML to assist in research-level explo-
rations of pure mathematics [12]. They present a ML-based framework that augments mathe-
maticians’ intuition, aiding in the discovery and understanding of complex mathematical rela-
tionships. This approach identifies potential correlations between two mathematical entities by
deriving a function approximating the relationship and helping mathematicians analyze it.

The framework validates possible patterns in mathematical objects using supervised learning,
and helps understand these patterns using attribution techniques. In the supervised learning
stage, a hypothesis about a connection between two entities is proposed, a dataset is generated,
and a function is trained to predict one entity from the other. The role of ML here is in learning
a wide variety of potential non-linear functions given sufficient data. Attribution techniques are
then used to understand the trained function and propose a potential relationship. One such
technique, gradient saliency, calculates the derivative of function outputs with respect to inputs,
helping to identify the most relevant problem aspects. This process may be iterative until a
feasible conjecture is found.

In essence, this ML-guided framework enables a quick verification of the potential worthiness
of an intuition about a relationship and, if validated, suggests how they may be related. This
framework has already proven its utility by [12] in achieving significant results, such as uncovering
the first relationships between algebraic and geometric invariants in knot theory and conjecturing
a resolution to the combinatorial invariance conjecture for symmetric groups.

1.3. Our objective. In this study, our objective is to develop a ML-assisted framework to guide
the study of fundamental problems related to ADLV, specifically the nonemptiness pattern, the
dimension and enumeration of irreducible components. As illustrated in Figures [1| and [2] our
framework showcases a recursive pipeline of data generation, model training, pattern analysis,
and human examination. Despite similarities with the framework in the aforementioned study
[12], several crucial differences exist. Our data-generation process is more intricate, particularly
regarding the selection of a meaningful subset of pairs (w,b) and an appropriate set of features.



Additionally, after fitting a functional relationship between the feature set and the property
of interest (e.g. the nonemptiness of X, (b)), the patterns revealed by salience analysis may be
more challenging for mathematicians to interpret due to the problem’s complexity. Nevertheless,
we found that this interaction between ML and human mathematicians significantly accelerates
pure mathematical research, enabling us to identify new conjectures and promising research
directions that could otherwise take years for mathematicians to discover by themselves.

We provide the source code for computing geometric invariants of ADLV and machine learning

models to invite interested readers to delve into this problem, reproduce our experiments, and
refine our approach by studying different datasets and feature sets. In Section [f] we seck a
linear approximation for the dimension of ADLV, leading us to rediscover the virtual dimension
formula. Originally, the development of the virtual dimension formula required several years
of intense research by many mathematicians and constitutes a major milestone in the field.
In Section [6] we conduct sensitivity analysis for the problems introduced in Section [I.I} We
identify several important features, affirming some of the latest research results in the field and
suggesting potential next steps. Motivated by the experiments in Sections [5| and [6 we discover
a new problem concerning a certain lower bound of the dimension, which has not been studied
in the literature before. In Section [7} we provide a full mathematical proof of this lower bound.
We conclude this paper by suggesting future work in Section [§] sharing some experiences, and
highlighting lessons learned from the collaboration.
Acknowledgement: BD and PJ are partially supported by NSFC 12090022. XH is partially
supported by the New Cornerstone Science Foundation through the New Cornerstone Investiga-
tor Program and the Xplorer Prize, and by Hong Kong RGC grant 14300220. All authors are
fully supported by their enthusiasm towards the emerging field of Al in Mathematics.

2. PRELIMINARIES

2.1. Definition and properties of affine Deligne-Lusztig varieties. In this subsection, we
provide a brief overview of affine Deligne-Lusztig varieties. Unless otherwise stated (i.e. sections
and @, we focus on the case of the special linear group SL,, which is also referred to as
the type A,,_1. By focusing exclusively on this case, we may reduce the technical details in this
exposition. However, the more important reason for this specialization is that it allows us to
perform computer experiments within a reasonably narrow scope, where all the beauties and
pathologies of the general case are still present.

Let ¢ be a prime power and F, be the finite field with ¢ elements. We define F' = F ((t)) to be
the field of formal Laurent series over IF,. This means that elements in a € F' are formal power

series
a= Z aiti
i€Z

with coefficients a; € F, such that a; = 0 for almost all ¢ < 0. There is no notion of convergence
involved, but the definition of addition and multiplication in F' mimics the behavior of absolutely
convergent power series over real or complex numbers.

Pick once and for all an algebraic closure F, and define F' = F,((¢)) to be the field of formal
Laurent series over ;. The Galois group of the field extension F'/F is generated by the Frobenius
o, which can be evaluated for elements in F as

41\ q i n
U<ZieZ alt) 721’62 a;t' € F.

Finally, we write Oy = F,[t] for the ring of all formal power series, i.e. elements a € F with
a; = 0 for all 7 < 0.

Throughout this paper till Section [7] we will focus on the algebraic group scheme SL,,. We
get an induced map o : SLn(F) — SLn(F‘)7 given by applying the above Frobenius o : F' — F'
to the entries of each n X n-matrix in SLy, (F).

Two elements b, ¢ € SLn(ﬁ’) are called o-conjugate if there exists some g € SL,,(F') with

v

b=g teo(g).
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One checks that this is an equivalence relation, similar to ordinary conjugacy. We denote the
o-conjugacy class of b € SL,, (F)) by [b], and the set of o-conjugacy classes of SL, (F) by B(SLy).
The o-conjugacy class of b € SLn(F’ ) is uniquely determined by an invariant called the Newton
point of b, denoted v, € Q™ [35].

Call a vector (v1,...,v,) € Q™ dominant if v; > -+ > v,. Then the Newton point of each
be SLn(ﬁ’ ) is such a dominant vector. We have an action of the symmetric group S, on Q" by
permutation of coordinates. One checks that each orbit under this action contains precisely one
dominant vector. If b € SL, (F) is a diagonal matrix of the form b = diag(+t%", ..., +t’») with
b1,...,b, € Z, then the Newton point of b is the unique dominant element in the Sj,-orbit of
(b1,...,by) €Z™ CQ".

One calls Wy := S, the (finite) Weyl group of SL,. The affine Weyl group is given by the
semidirect product

Wa:W::SnK{(#lv--wﬂn)GZn|M1+"'+ﬂnzo}-

We write elements w € W, also as w = t*z, where z € S,, and A = (\1,...,\,) € Z" with
A1+ -+ Ay = 0. The symbol ¢ is a formal variable reminding us of the uniformizer ¢ € F'.
We choose for each permutation = € S,, a representative & € SL,,(F')) so that

1, i=a()),
T4 7 Yo, i # x(j).

So e.g. © may be chosen to be the permutation matrix of x if x is an even permutation, and the
permutation matrix of  with one sign flipped if z is an odd permutation. For w = t*z € W,

we write 1 € SLy, (F) for the element w = diag(t*, ..., t ")z,
Let I C SL,,(F) be the Iwahori subgroup
O Op ... Op
I =SL,(F)n 1Or Or |}
. . OF
t0p ... t0p Op

:{aeSLn(FH Vi>j: oa;; €tOp }

Vi<j: ai7j6015
={a € SL,,(O}) | a is upper triangular modulo ¢}.

Then each element g € SLn(ﬁ' ) has the form g = ijwis for a uniquely determined element
w € W, and non-unique i1, € I. Such a decomposition can be computed e.g. by using an
adaption of the Gauss algorithm.

We have seen two decompositions of the set SLn(F'), namely one into o-conjugacy classes
B(SL,,) and another one into Iwahori double cosets It I for w € W,. We also write Twl := ],
since the double coset is independent of the choice of w.

The right coset space Fl = SL,(F)/I is called the affine flag variety. It is an ind-scheme
over E, which behaves similarly to finite-dimensional varieties over that field. For w € W, and
b € SL,(F), we define the affine Deligne-Lusztig variety to be the subvariety

Xo(b) == {gl € Fl| g7 *bo(g) € Twi}.
Again, X,,(b) is not actually a variety, but rather an ind-scheme over IFTI. However, each irre-

ducible component of X,,(b) is an actual finite-dimensional variety over F,. If b is o-conjugate
to ¢ € SLy, (F), say ¢ = h='bo(h) for h € SL,(F), then

Xuw(b) = Xyu(c), gf — hgf

is an isomorphism. Thus we may associate the isomorphism type of X, () to the pair (w, [b]) €
W, x B(SL,,). This is our main object of interest.
We see that the o-centralizer of b, denoted

Jo(F) = {g € SLu(F) | g~ "bo(g) = b},



acts on X,,(b) by left multiplication. Up to that action, there are only finitely many irreducible
components in X, (b). Since each such irreducible component is a finite-dimensional variety over
E, the entire affine Deligne-Lusztig variety X,,(b) is always finite dimensional.

The main questions regarding the geometry of affine Deligne-Lusztig varieties are the following
three:

e Nonemptiness pattern: given (w, [b]), determine whether X, (b) # 0;
e Dimension: given (w, [b]) such that X,,(b) # 0, calculate the dimension of X,,(b);

e Irreducible components: given (w, [b]) such that X, (b) # 0, calculate the number of J,(F)-
orbits of top dimensional irreducible components, i.e. the cardinality of J,(F)\X"P(X,,(b)).
Here X%P(X) denotes the set of top dimensional irreducible components of X.

2.2. Important invariants. To address these three questions, one explores the relationship
between the affine Weyl group W, and the set B(SL,,) parametrized by the Newton points. This
relationship is essentially combinatorial in nature, which allows us to compute the answers to
the three above questions for any given pair (w,v,). We summarize some key combinatorial
invariants that have proven valuable in previous works.

The group Wy = S, is known to be a Cozeter group with respect to the generators S =
{81,...,8n—1}. Here, s; is the simple reflection interchanging ¢ with ¢ + 1 and leaving everything
else fixed. Each element x € Wy is a product of the s;, and the shortest length of such an
expression is called the length of x. There is a unique element of maximal length in Wy, denoted
wg. It is the permutation wg(i) = n+1—ifori € {1,...,n}, and its length is £(wg) = n(n—1)/2.

There is a different way to compute the length of an element z € Wj. Denote the set of roots
of SL,, as

®={e;—e; €Q"|i,je{l,...,n} and i # j}.

The root oy j := e; —e; is called positive if i < j, and negative otherwise. We write §(a) = 1 if
« is a negative root and 0 if « is positive. Observe that the S,-action on Q™ preserves the set
of roots. Then the length of x € Wy equals the number of positive roots o ; such that za; ; is
a negative root. As formula,

Ux) = ZcS(xai,j).
i<j
The group W, = S5,, X Z™ is also known to be a Coxeter group with respect to S,. The set of
simple affine reflections S, is given by {so} US, where

so = (1 n)t(—l,O,...,O,l) cW,.

One defines the length of an element w € W, as above, given by the smallest representation
using these simple affine reflections. There is an alternative way to compute the length of
w = t*z € W,: We saw above that there is some y € Wy with yz~'\ € Z" being dominant.
Among all those elements in y € Wy, there is a unique one with ¢(y) being minimal. For this
specific y € Wy, we write z := zy~' € Wy and p:= yz~ '\ € Z", so that w = zt"y. Then

Uatty) = (u,2p) + L(z) — L(y).

Here, (-, -) is the standard Euclidean inner product on Q™, and 2p = (n—1,n—3,...,3—n,1—n) €
Q™ is the sum of positive roots. Whenever we write w in the form zt*y, we always assume that
x, b,y have been chosen as above.

For ¢ € Z>¢, we call the element w = xtty to be c-regular if (11, o; j) > ¢ for all positive roots
a; ;. The decomposition of w into z, t#, and y has the most desirable properties whenever w is
2-regular, but the above length formula is always true even when such a regularity condition is
not satisfied.

To each w € W,, one may associate the o-conjugacy class [w] € B(SL,). Its Newton
point can be computed as follows: If w has the form w = t* for some A € X,.(T), then
W = diag(t™,...,t*) and we saw above that the Newton point of w is the unique dominant
element in the S,,-orbit of A\. For general w € W,, one may find an integer m > 1 such that w™
is of the above form, and then the Newton point of w is given by v, = vym /m € Q™.
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It turns out that each o-conjugacy class [b] € B(SL,,) contains the representative w € SLn(F' )
of some w € W,, cf. |23, Theorem 3.7]. Hence the above method yields all Newton points of all
o-conjugacy classes. If [b] € B(SL,) has Newton point v, = (v1,...,V,) € Q", we define the best
integral approzimation |vp] € Z™ to be the vector (ui, ..., ty) € Z™ such that for all i, we have

LV1+...+ViJ :/’L1+.+ILL’L€Z'
Equivalently, |1 is the unique vector in Z™ that can be written in the form
I_VbJ =UVp —C012 — " —Cpn-1Qn—-1,n

such that 0 < ¢; < 1 for ¢ = 1,...,n — 1. The defect of [b] € B(SL,,) can then be defined
as def(b) = (v, — |wp],2p). Alternatively, it can be computed as the number of non-integral
coordinates of v, i.e. the number of indices i € {1,...,n} such that v; € Q \ Z.

2.3. Computing the geometry of affine Deligne-Lusztig varieties. In this section, we
present a combinatorial algorithm that efficiently computes the answers to the above three main
questions for a given pair (w, vp), where w € W, and v, € Q™. Although the subsequent sections
of this article do not depend on the specific algorithm used, we want to provide a detailed
explanation of its workings.

It is worth noting that the algorithm is somewhat complex and non-deterministic, which
accounts for why the three main questions are still considered open. While the algorithm yields
a computational solution to each of the three problems, one may still seek a more straightforward
and satisfactory characterization. Nonetheless, the algorithm allows for effective computation of
the desired results, which is crucial for our practical applications.

Let w € W,. We explain an algorithm that computes, in finite time, the set

{w | Xu(b) # 0} € Q"

(which hence must be finite). For each occurring Newton point, the corresponding affine Deligne—
Lusztig variety is uniquely determined up to isomorphism, and our algorithm computes the
dimension of this variety and the number of J,(F')-orbits of its top dimensional irreducible
components.

For a simple affine reflection s € S,, we say that sws € W, is a cyclic shift of w if £(sws) <
¢(w). Under this condition, ¢(sws) can either be equal to £(w) or ¢(w) — 2.

In the first case, i.e. {(sws) = ¢(w), the affine Deligne-Lusztig varieties X, (b) and X, s(b)
are always isomorphic for all [b)] € B(SLy,). So in order to compute the above data for w, we
may freely pass between w and sws.

In the second case, £(sws) = ¢(w) — 2, each affine Deligne-Lusztig variety X, (b) splits into
two parts, so X,,(b) = U UV is the disjoint union of two subsets, with U being open in X, (b)
and V closed. Then there are surjective maps with irreducible one-dimensional fibres

U= Xus(d), V= Xaeus(b).

Hence U # ) if and only if X,,5(b) # 0. In this case, dim U = dim X,,s(b)+1. The set U is J,(F)-
invariant, and the number of J,(F)-orbits of top dimensional irreducible components agrees for
U and X,s(b). The same story happens for V and X,s(b). Once we know this geometric
information, the corresponding data for X,,(b) = U UV is easily computed: If U =V = (), then
Xw(b) = 0. If precisely one of the subsets U or V is empty and the other one is non-empty,
then X, (b) agrees with the unique non-empty subset, and all geometric invariants are known.
Finally, if U # 0 # V', we have dim X,,(b) = max(dim U, dim V') and

#J,(F) \ Stop(U), dimU > dim V,
#J,(F) \ D9P (X, (b)) = { #J,(F) \ S°P(V), dimV > dim U,
#3,(F) \ SOP(U) + #3,(F) \ S°P(V), dimU = dim V.

Moreover, if £(sws) = ¢(w) — 2, then {(ws) = ¢(w) — 1. So in this case, we have reduced the
geometric questions for w and arbitrary [b] to the same questions of the two elements sws, ws of
smaller length.



The first part of the algorithm iteratively enumerates the cyclic shift class of w, i.e. the set
of all elements in W, reachable by iterated cyclic shifts w — sjws; — sasjwsise — ---. Each
element in this cyclic shift class has length < £(w), so that the cyclic shift class is a finite set.

We traverse this cyclic shift class, until we either exhaust the full set or we reach some element
w’ in the cyclic shift class and some s’ € S, with £(w) = £(w’) = £(s'w’s’) + 2. In the latter case,
we know X,,(b) = X, (b) and the geometric properties of X, (b) can be reduced to recursively
calling our algorithm for the two smaller elements s'w’ and s'w’s’. Since the length drops by at
least one, such a recursive call can only happen a finite number of times.

The second part of the algorithm handles the case where the entire cyclic shift class is enu-
merated without reaching a length-reducing cyclic shift. In this case, we not only know that w
has a minimal length in this cyclic shift class but even that it must have a minimal length in its
conjugacy class in W,,.

In this case, we can explicitly state that

{vo | Xu(b) # 0} = {vu}-

For vy = vy, we know dim X, (b) = £(w) — (vp, 2p) and that the number of J,(F')-orbits of top
dimensional irreducible components is equal to 1.

This algorithm is guaranteed to terminate in finite time with the correct result. We note that
the algorithm itself is non-deterministic since there is no canonical way to traverse the cyclic
shift class of an element w € W,. While the above method allows us to compute the dimension
of X,,(b) for arbitrary w, [b], it is far from being a closed formula. In many cases, however, one
may expect that such a closed formula can be found.

The first part of this algorithm is due to Gortz-He |16, Corollary 2.5.3], the second part is
due to He and Nie [27, Theorem A], [23| Theorem 4.8].

2.4. Machine Learning assisted Formula Exploration. As mentioned earlier, the algorithm
used to compute the geometry of affine Deligne-Lusztig varieties is somewhat complex, non-
deterministic, and implicit. However, practical research often requires an explicit expression
or pattern. Machine learning, particularly deep neural network models, excels at fitting and
analyzing high-dimensional mappings. Thus, we are considering utilizing machine learning to
aid us in exploring formulas.

Generate
Concerned mapping Data Generated Bata
Y = f(X) —_ {Xi, Vb,
. A Train a
Modify f(X) I model f,
Patterns of I S— The Apprqximation
/ Anf}lysis for
Of fg*

FIGURE 1. Pipeline of Machine Learning assisted Formula Exploration

The machine learning-assisted formula exploration process is broken down into several steps,
as illustrated in Figure First, a suitable problem Y = f(X) needs to be selected, where f
is a mapping from known features X to the variable Y of interest, and a dataset {X;,Y;}¥,
is generated using a known algorithm. Second, a machine learning model fg is chosen, and
an optimal approximation fg* of f is attained through optimization on the generated dataset.
Third, hints about the patterns of f are obtained by analyzing the explicit expression of fg*.
Finally, the obtained pattern can inspire us to introduce new features X or consider functions f
with different domains. From this, we can modify f(X), return to the first step, and continue
this cycle. Each step will be elaborated on in detail in the following.
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Regarding f, our primary concern is mapping form (w, [b]) to the geometry of affine Deligne-
Lusztig varieties X, (b), including dimension, whether X,,(b) # @ and number of irreducible
components. However, due to the inherent complexity of this mapping, it may be necessary to
use the computed features of w and b as X, such as ¢(w) and defect(b).

The selection of a suitable machine learning model f@ requires careful consideration of the
inherent complexity of f. Generally speaking, complex models have greater expressive power,
but they may be more difficult to optimize and may require larger datasets. In this article,
we focus on several commonly used models, including linear models [1}, |47], Support Vector
Machine (SVM) [11} 8], and neural networks |51} [53]. The specific formulation of the models
will be described in detail in the subsequent section.

Given a dataset D = {X;,Y;}Y,, and the model f9, the next step is to identify the optimal
value for 6 that minimizes the distance between f@ and the target function f (known as training)
and evaluate the performance of fe (known as testing). Typically, the dataset D is partitioned
into two distinct subsets: the training set D;,. and the testing set Di.. The former is used to
obtain the optimal 8%, while the latter is used to evaluate fy«.

The training process seeks to minimize the following loss function:

0* :argn%in Z L(Y;, fo(Xi) +R(6),
(X:,Y:)€Dtr

where L is a distance metric function, such as cross-entropy for classification problems or Lo
distance for regression problems. The regularization term for the parameters, R(6), depends on
prior knowledge about the parameters and is typically expressed using the L; and Ly norm to
ensure simplicity or sparsity of the expression and prevent overfitting (2} |41].

After obtaining 6*, we typically calculate the loss function and accuracy on the testing set.
If the model fe* exhibits relatively low loss and high accuracy on both the training and testing
sets, we can consider it as a good approximation of the target function f. This indicates that the
model has successfully generalized from the training set to unseen data and is likely to perform
well on new data.

Once we obtain ng we analyze the patterns of f by examining ]69*. Firstly, the complexity of
f can be analyzed by observing the accuracy of fg* under different hyperparameters, such as the
number of hidden neurons and layers in the neural network. This allows for a rough estimation
of f’s complexity. Secondly, we can determine the sensitivity of f to different features by taking
the derivative of f@*, enabling the determination of the significance of these features. Thirdly, if
the form of fg* is relatively simple or becomes simple after sparse optimization, an approximate
explicit expression of f can be directly obtained. Finally, error analysis of fy- also facilitates
the understanding of f’s properties, such as differences in complexity in varying regions.

In cases where a suitable pattern cannot be obtained, this could indicate an improper selection
of our mapping. For instance, if the number of features X is insufficient or if f is too complex,
it may be challenging to find a simple fg that can approximate the function and reveal its
underlying patterns. In such instances, we need to modify f(X) based on the insights gained
from the previous round of exploration, such as by adding specific features or considering the
properties of f on specific domains, and continue with the next round of exploration. This
process continues iteratively.

3. FUNDAMENTAL CONCEPTS OF MACHINE LEARNING AND ASSOCIATED CAVEATS

Machine learning is a field that employs computational models to learn patterns in data.
This section will provide an overview of some basic machine learning models and discuss several
crucial caveats in employing these models.

3.1. Machine Learning Models.

3.1.1. Linear Models. Linear models are perhaps the simplest type of machine learning model,
and they make a good starting point for the study of machine learning algorithms. They model
the relationship between the input features and the output as a linear combination of the input
features.



Suppose we have p input features, a linear model is a hyperplane and is given by the equation:
Y = fo(X) = BTX —b= By Xy + By Xy + -+ By Xy — b

Here, [X (1), X(2), -, X(p)] = X € RP are the input features, Y is the output, and {[Bay, - By =
B € RP, b} = 6 are the parameters of the model. The parameters are typically learned from the
data using a method called least squares which minimizes minimizes the sum of the squared
residuals, the differences between the observed data Y; and predicted output Y;:

N
min Y, — 87X, +b)>.
iy 2( G )

Despite their simplicity, linear models can be quite effective in practice, particularly when the
data is actually linearly separable or close to it.

3.1.2. Support Vector Machines (SVM). Support Vector Machines (SVMs) are a set of super-
vised learning methods particularly well-suited for classification of complex but small or medium-
sized datasets.

Fundamentally, SVMs aim to find a hyperplane that best separates the classes in the feature
space by maximizing the margin. The margin is defined as the distance from the hyperplane
to the nearest data point from either class. In the case of a linear SVM, the goal is to find the
optimal hyperplane that maximizes this margin. The equation of this hyperplane is given by:

BTX —b=0

The optimization problem of finding the best hyperplane can be expressed as follows:

%1117”5”2 Yl(BTXl - b) =1, v,
where Y; are the class labels and X; are the data points.

For non-linearly separable data, SVMs utilize the “kernel trick”, a method to map the input
data into a higher-dimensional space where it can be linearly separable. Different kernel func-
tions can be used depending on the nature of the data, such as polynomial kernels and radial
basis function (RBF) kernels. Despite their mathematical complexity, SVMs have a geometric
interpretation and can be intuitively understood as trying to find the “widest possible street”
that separates the different classes.

3.1.3. Neural Network (NN) Regression. Neural networks are flexible function approximators
that use layers of neurons to model complex relationships. In a regression context, a neural
network learns a mapping from inputs to a continuous output. Each neuron applies a series of
transformations, first a linear transformation and then a non-linear activation function, to its
input.

Consider a fully connected network [46] with a total of ny, layers, each containing ny neurons,
where the input is X(©) = X and the output is Y = f(X) = X () The neuron j in layer [ can

be represented as:
(l)_ o (z 1) (1)
D (St )
(1-1)

where wj(l) and b( ) are the weights and bias for neuron j in layer [, X () are the outputs of the
neurons in the previous layer, and p is the activation function. Common choices for p include the
sigmoid, hyperbolic tangent, and rectified linear unit (ReLU) functions. The network’s weights
and biases are learned by minimizing a loss function, often the mean squared error for regression

tasks, using an algorithm such as gradient descent or one of its variants.

3.1.4. Neural Network (NN) Classification. In a classification context, a neural network learns
to classify inputs into discrete categories. The architecture is similar to that of a regression
network, but the final layer typically has as many neurons as there are classes, and it applies a
softmax function to produce a probability distribution p over the classes.
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The output of the jth neuron in the softmax layer, denoted as p;y, can be represented as:

(np)
X&)

by = )
k
k:le (k)

where X ’;.L is the input to the jth neuron in the softmax layer, and K is the number of classes.
The weights and biases are optimized by minimizing the cross-entropy loss, which measures the
discrepancy between the predicted and true probability distributions across the classes.

3.2. Caveats. Machine learning methods have demonstrated tremendous efficacy across a vari-
ety of tasks. However, several potential caveats may affect their performance and interpretation:

3.2.1. Choice of model: In a scenario where your primary goal is salience analysis, the choice
of a machine learning model is heavily influenced by interpretability, ability to reveal feature
importance, and the potential to infer functional forms between inputs and outputs. Here are
some considerations to help guide your model selection:

(1) Interpretability: When the aim is to understand what input features are important and their
relationships with the output, interpretability becomes a crucial criterion for model selection.
Models such as linear regression, logistic regression, and decision trees are traditionally more
interpretable than, say, deep neural networks or support vector machines.

(2) Inherent Feature Importance: Some models inherently provide feature importance measures.
For example, the size of coefficients in linear models can indicate feature importance, and
tree-based models provide feature importance based on the frequency of a feature being used
to split the data.

(3) Flexibility v.s. Interpretability: More flexible models like neural networks can model complex
relationships, but they often lack interpretability. Conversely, simpler models like linear
regression provide clearer insight into relationships between variables but may fail to capture
complex, nonlinear relationships.

(4) Trade-off between Accuracy and Interpretability: There is often a trade-off between model
accuracy and interpretability. In salience analysis, we might be willing to sacrifice some ac-
curacy for better interpretability, which should be factored into the model selection process.

3.2.2. Training and testing, overfitting: One common pitfall in machine learning is overfitting,
where the model learns the training data too well and performs poorly on unseen test data.
In salience analysis scenarios, understanding the relationship between features and output is
crucial. To ensure the model captures the actual underlying relationships and not the noise,
controlling overfitting is essential. Here are some strategies that might help:

(1) Regularization: This technique penalizes the complexity of the model, discouraging learning
overly complex patterns that might be due to noise. The common forms of regularization
include ¢1- and ¢s-regularization.

(2) Early Stopping (for neural networks): During the training process, monitor the model’s
performance on a validation set. Stop training as soon as the performance on the validation
set begins to degrade.

(3) Dropout (for neural networks): Randomly ”dropping out” units in a neural network dur-
ing training can prevent complex co-adaptations on training data, which helps to avoid
overfitting [57].

(4) Interpretable Models: If the main goal is to understand the relationships between features
and output, using simpler, interpretable models such as linear regression or decision trees
could be beneficial. These models may be less prone to overfitting compared to complex
models like deep neural networks.

3.2.3. Randomness: When conducting salience analysis with machine learning models, it’s cru-
cial to understand and handle the randomness introduced by stochastic training processes. You
want to ensure that the salience you identify is not due to the randomness in the training pro-
cess, but truly indicative of the underlying relationships in your data. Below are a few strategies
specifically for this context:
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(1) Feature Importance Measures: Many models provide ways to measure the importance of
features, either directly (like coefficients in linear models), or indirectly (like gradients in
neural networks). However, remember that these measures are impacted by the stochasticity
of training. To mitigate this, consider averaging feature importance over multiple runs or
training multiple models using different random seeds and averaging their feature importance
measures.

(2) Ablation Studies: One way to understand the importance of a feature is to see how much the
model’s performance drops when that feature is removed. By conducting this analysis over
multiple runs (with different random seeds), you can obtain a measure of feature importance
that is robust to the randomness of the training process.

(3) Controlled Training Processes: Reduce the randomness in the training process through
techniques such as decreasing the learning rate over time, using a larger batch size, or using
a different optimization algorithm less sensitive to stochasticity, like RMSprop [52] or Adam
[34].

3.2.4. Data imbalance: Machine learning models can perform poorly when there’s a class imbal-
ance in the training data. In such cases, the model might be biased towards the majority class.
Handling imbalanced data is crucial, especially in a context where understanding the relation-
ships between features and output is of primary importance. We list some strategies specifically
geared towards such scenarios:

(1) Resampling Techniques: One can alter the dataset itself to address the imbalance:

o Quersampling the Minority Class: This involves creating or synthesizing new instances
of the minority class until it reaches a similar number as the majority class. While it
can balance the classes, it might lead to overfitting due to the replication of the minority
instances.

o Undersampling the Majority Class: This involves removing instances from the majority
class until it reaches a similar number as the minority class. While it can be effective in
balancing the dataset, it may cause loss of information by excluding potentially important
instances from the majority class.

Both approaches aim to balance the distribution between the majority and minority classes

but come with potential drawbacks that must be carefully considered during implementation.

(2) Cost-Sensitive Learning: While this technique can always be used in cases of imbalanced
data, the costs need to be chosen carefully in this context. A simple heuristic like setting
the cost inversely proportional to class frequency might not be the best choice, as it might
lead to the model focusing too much on rare classes that might not have enough instances
to derive reliable feature-output relationships.

Another method is adjusting the temperature of the softmax function in the output layer
of the model. The softmax function is often used in the final layer of a classification neural
network to convert the outputs to probability values for each class. You can adjust the
temperature based on the class frequencies, so that the model is made more sensitive to the
minority class. However, keep in mind that it needs to be used carefully, as it can make the
model more prone to overfitting to the minority class.

3.2.5. Dataset size: Throughout this paper, we engage with datasets of different sizes depending
on the complexity of the model under study - ranging from simple linear models to more elaborate
two or three-layer neural networks. When the goal is to extract a concise and clear formula, we
prefer simpler models such as linear models, which have fewer parameters, thereby requiring less
data. On the other hand, for feature analysis, a more accurate representation of the unknown
function relationship is desired, without overfitting, which calls for more sophisticated models
and larger datasets. In practice, the actual size of a dataset is typically determined through an
empirical approach that involves training a model on datasets of different sizes and comparing
the results. Upon reaching a point where improvement is only marginal, we consider the dataset
size to be sufficient.
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4. PROGRAMS

In this section, we introduce our program, which is composed of two primary modules. The
first module computes variables of interest in affine Deligne-Lusztig varieties, as described in
section The second module analyzes the data generated using machine learning techniques,
as detailed in section Figure [2] illustrates the overall workflow of the program.

Both parts of the program are publicly available online: https://github.com/Jinpf314/

ML4ADLV/.

Choose
a Group
E— Type A — G
\L Compute

Generate
Data
e

Dimension and

Number of irreducible
components of ADLV

Traditional Algorithms

{Xi7 Yl}i\il

:+ Training E
» Model . .
S i :
. \L Analysis
E Accuracy, :
. Sensitivity, E
. Visualization, .
Pasusussssssssssssssssssssssnss

Machine Learning Models

FI1GURE 2. Workflow of the Program

4.1. Program for affine Deligne-Lusztig varieties. We give a short introduction to the
program for the affine Deligne-Lusztig varieties based on Python.
Choosing a group. The first input determines the type of algebraic group. The valid inputs

are An, Bn, Cn, Dn, 2An, 2Dn.

To simplify notation, we focus on the group G = SL,, (type A,_1) throughout this section.
However, we note that the program is compatible with all classical groups.
Input for w. The element w € W, can be expressed in the following two ways:

e The product of the translation part and the finite part;

e The product of a sequence of simple reflections.

Element of the form w = t(*1an)s; .. where (ai,...
7a/n]a [ila ey

is written as affine_-Weyl([a; ...

The simple reflections are s[0], s[1],.. .,

,an) € Xyandalli; € {1,2,...,n—1},

ir]). Elements of the form w = s;, ---s;,, where all
i; € {0,1,2,...,n — 1} is written as exp([i1...,%,]). For example, in n=3 case (type A2).
aﬁine,Weyl([l, 07 _1]3[1a 2]):€Xp([0, 2})

s[n-1]. The identity element of W, is Id.

Input for b. In this program, we input the Newton point v, of b instead of b. Note that in
the case of G = SL,, the conjugacy class [b] is determined by its Newton point.

Function (dim). Computing dimension of ADLV:

Input: we W;v e Q"
Output: dim X,,(b)

dim(w, v)

Description: If X,,(b) = ), the output is ‘empty’.

Function (irr). Computing irreducible components of ADLV:

Input: we W;v e Q"
Output: #1J,(F)\XP X, (b)

irr(w, v)
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Description: If X,,(b) = (), the output is 0.

Function (dim_irr_print). Listing all b such that X, (b) # () and computing dimension and
number of irreducible components:
dim_irr_print(w)
Input: w € w ;
Output: print the following:
Newton point = v, dim = dimX,,(b), irr = §J,(F)\XPX,,(b)
Description: The function lists all b such that X, (b) # 0.

Example. A2 case.
Input:
w = affine_-Weyl([1,1,-2],[2,1]); dim_irr_print(w)
Ouput:
Newton point = [1/2, 1/2, -1], dim = 1, irr = 1
Newton point = [0, 0, 0], dim = 3, irr = 1
Input:
print(dim(w,[0,0,0]), irr(w,[1/2,1/2,-1]), dim(w,[1,0,-1]), irr(w,[2,0,-2]))
Ouput:
3 1 empty 0

4.2. Program for Machine Learning. The program implemented in this module is primarily
designed for generating datasets, training models, and performing analyses of the trained models.
The input and output parameters, along with the intended usage of the four main functions, are
outlined below:

Function (GenerateDataset). Generate Dataset for Training:
GenerateDataset (strl, str2)

Input: strl: filename for data; str2: filename for dataset;

Description: The file generated in Section [4.1]is in the Numpy array format and named
“str1”. For efficient subsequent operations, this data is converted into a PyTorch tensor and
structured as a dataset named “str2”. The program automatically shuffles the data, allocating
80% as the training set and 20% as the testing set.

Function (LinearReg). Linear Regression.
LinearReg(X,Y, \)
Input: X e R¥V*¢ Y e RV X eR
Output: e R beR
Description: This function is used to solve a linear regression problem as outlined in Section
with the hyperparameter of the regularization term set to A. The i-th row of the matrix X

represents X;, and the i-th element of the vector Y represents Y;. The same convention applies
throughout the following discussion.

Function (LinearCls). SVM:
LinearCls(X,Y, \)
Input: X c RV*¢ Y c RV AR
Output: e R beR
Description: The function is used to solve SVM problem in Section [3.1.2] with the hyper-
parameter of the regularization term set to A.

Function (NetReg). Neural Network Regression:
NetReg(X,Y,nr,nm, \)
Input: X e RV Y e RV:np e Nting e NT: A eR
Output: f : torch.nn.module

Description: The symbol f denotes a trained fully connected network designed specifically
for regression problems. The network comprises Ny, layers, each with Ny neurons, as described
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in Section [3.1.3] Weight decay is used as the regularization term, with the hyperparameter A
controlling its strength.

Function (NetCls). Neural Network Classification:
NetCls(X, Y, nr, nm, \)

Input: X e RV>*¢. Y e RV:ny, e Nting e NF: A eR

Output: f:torch.nn.module

Description: The symbol f denotes a trained fully connected network designed specifi-
cally for classification problems. The network comprises N layers, each with Ny neurons, as
described in Section [3:1.4] Weight decay is used as the regularization term, with the hyperpa-
rameter A controlling its strength.

Function (NetGrad). Sensitive Analysis:
NetGrad(X,Y, f)

Input: X €¢ RVX¢ Y ¢ RN,f : torch.NN.module

Output: g € R¢:

Description: This function is utilized to quantify the sensitivity of individual features in the
trained network f . The sensitivity is gauged by evaluating the mean of the absolute values of
the derivatives of the loss function with respect to each feature, taken over the dataset {X,Y}.
Specifically, for the j-th feature, the sensitivity is calculated as:

N
1 9L(f(X0), Ya)
96 = N ;'78&-7(]-) B

where X (;) denotes the j-th feature of the input example X;, N is the total number of examples,
and L represents the loss function. The term g(;) delivers an aggregate measure of how sensitive
the loss function is to variations in the j-th feature, thus quantifying the importance of that
feature in the learned representation captured by f .

5. SEARCHING FOR A DIMENSION FORMULA

5.1. Virtual Dimension. The journey towards the dimension formula of affine Deligne-Lusztig
varieties has a long history. For the affine Grassmannian case, Rapoport proposed the dimension
formula in [50], drawing inspiration from Chai’s earlier work [9] on the length function of chains
of o-conjugacy classes. This conjecture was ultimately validated by a series of researchers,
primarily |59} {15} |18 |68].

In this paper, our attention is on the affine flag case, a significantly more challenging problem.
Gortz, Haines, Kottwitz, and Reuman proposed a conjectural formula for dim X,,(b) for most
pairs (w,b) in |16]. This was partly inspired by the aforementioned dimension formula for
the affine Grassmannian case. This conjecture was verified by He in 23] and [26]. However,
our understanding of the remaining cases, which include many crucial applications to number
theory and the Langlands program, remains limited. We aim to broaden this understanding
using machine learning.

We revisit the concept of virtual dimension introduced by He in [23]. This was inspired by
the conjecture of Gortz, Haines, Kottwitz, and Reuman. Let w € W, and express it as w = xtty

as in section Define n(w) = yx and
du (D) = 5 (€(w) + £(n(w))) — (1, ) — def(D).

He demonstrated in [23] and [26] the following result.

Theorem 5.1. Suppose X, (b) # 0. Then

(1) dim X, (b) < dy (D).

(2) If w is 2-reqular and p — vy is “sufficiently large”, then dim X, (b) = dy (D).
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The virtual dimension formula is a practical approximation of the real dimension. The dis-
covery of this formula took experts considerable time, stretching from Rapoport’s lectures in
1996 [50] to the introduction of the virtual dimension formula in the most general setting by He
in 2012 [23]. This section aims to illustrate how machine learning could help us rediscover this
formula, accelerating the research process counterfactually.

The dimension of affine Deligne-Lusztig varieties depends on two parameters, w and b. We
note that the b-part of the virtual dimension formula is relatively simpler to uncover than the
w-part, and we omit the details of the learning process for now. In this section, we concentrate
on the group SLs, the case b = 1, and randomly generated elements w. We investigate how
machine learning can shed light on the correlation between w and the dimension dim X,,(1).
Our method does not rely on prior knowledge of the dimension formula in the Grassmannian
case or the virtual dimension formula.

The selection of appropriate input features is crucial for machine learning. We work with the
affine Weyl group of type /14, where each element w = t*u € W, is made up of the translation
part A and the finite part u. We include both parts as input features: A as a vector, and u as a
permutation denoted by u = [u1, uz, ug, ug, us).

For classical Deligne-Lusztig varieties X, [14], it’s known that dim X,, = ¢(w). Therefore, we
anticipate that the dimension of affine Deligne-Lusztig varieties X,,(1) is also related to £(w).
Consequently, we include the length function for both w and u as input features.

5.2. Complexity test. To evaluate the complexity of the mapping, we utilize neural networks.
Specifically, we consider an njy-layer fully connected network with ReLU activation and ny
hidden neurons. This network can be expressed as:

fo(X) =BT p(Wnp.. Wop(W1 X)...), 0 =W, Wa,...,Wy,,5,

where fg(X ) is the predicted output of the neural network for input X € R¢, and 6 is the set of
all trainable parameters, including weights:

Wi € RMEXC Wy ¢ RMEX"E | Wnyp € RPEX™H 3 c R,

We use the Rectified Linear Unit (ReLU) activation function, defined as p(z) = max(0, z), for
each hidden layer.

To quantify the accuracy of the optimized fg* in approximating f after training, we use two
metrics: accuracy and mean error. Since the dimension is always an integer, we round the
inferred results fg* (X;) to the nearest integer for accuracy. Specifically, we define accuracy as:

N
Accuracy = % Z §(Y;, round(fo- (X5))),

where N is the number of samples, and §(-) is the indicator function that outputs 1 if the
arguments are equal and 0 otherwise. The mean error is defined as:

N
1 .
Mean Error = N El |Y: — fo- (X3)]-

Dataset 1. We describe the first dataset used in our experiments. We randomly choose
5000 elements w from the set W, such that £(w) < 30 and X,,(1) # 0. For each w = t*u, we
express A = [A1, A\a, A3, Ay, As] and w = [ug, ug, us, uq, us] as a permutation. We then compute
the dimension dim X,, (1) for all these w.

Experiment 1. In this experiment, we use Dataset 1 to train a neural network to predict
the dimension of X,,(1) for each w = t*u, where A and u are defined as above. Specifically, the
input vector for each w is defined as X = [A1, A2, A3, A4, A5, u1, ug, us, ug, us, £(u), £(w)], and the
corresponding output is Y = dim X,,(1). We obtain a dataset of 5000 samples (X;, ¥;)?%9° and
train a neural network on it. The results of this experiment are summarized in Table

Analysis. The results of Experiment 1 show that the error obtained is relatively small.
Furthermore, we find that increasing the number of layers n; and hidden units ngy in the
network does not significantly enhance the accuracy of the neural network in predicting the
dimension. These observations lead us to hypothesize that a linear model may be sufficient to
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TABLE 1. Testing error of different neural networks for Dataset 1

"H 90 | 20 | 40

nr
1 0.53 | 0.53 | 0.52
0.53 | 0.53 | 0.51
3 0.52 | 0.51 | 0.51

approximate the mapping f from the input data to the output dimension. This hypothesis will
be investigated in the following subsection with the performance of a linear model.

5.3. Linear model. A linear function without a bias term can be expressed as fp(X) = T X =
25:1 B1i) X[i, where 3};; denotes the i-th element of the vector 8 which represents the coefficient
of the i-th term. For linear models, the mean error are used to evaluate the approximation of
for to f.

Experiment 2. We use Dataset 1 to train a linear model to predict the dimension of X,,(1)
for each w = t*u, where X and u are as previously described. The mean error of the linear model
is 0.65.

Analysis. Recall that the presentation w = xt*y is crucial for understanding the properties
of the affine Weyl group element w, where z,y € Wy and p € X, (T) is dominant. However,
this presentation is not unique. Imposing a subtle restriction on z or y yields two uniquely
determined presentations, but these may be different and thus are not canonical. Alternatively,
one may restrict to those elements w = xt"y where p is dominant regular, i.e., pu1 > -+ > us.
For such w, there are uniquely determined x,y € Wy with w = xtty.

We consider a subset of Dataset 1 consisting of those w where p is dominant regular, hypoth-
esizing that the chosen features are more meaningful on this subset. This subset consists of 1037
entries. A newly trained linear model on this subset attains a mean test error of 0.62, which
confirms our expectation. Hence, we consider analyzing the linear model under the dominant
regular constraints by resampling 5000 points to form Dataset 2.

Dataset 2. Note that any element with a regular translation part can be written as w = xtty
where z,y € Wy and p = [p1,. .., us] is dominant regular, ie., puy > po > pg > pg > ps. To
investigate the neural network’s performance on regular translation parts, we randomly choose
5000 elements from the set of all such elements, where p is dominant regular with 7 > u; >
Ho > pg > pg > ps > —7, and X, (1) # 0. We compute dim X,,(1) for all these w.

Experiment 3. We use Dataset 2. For each w = xt*y, set

X = [0(z(ar2)), 6(x(13)), - -, 6(2(us)), £(=),
J1s 2, 13, a5, 0y (0a2)), - 6(y ™ (eus)), £(y), £(w)]

and
Y = dim X, (1).

The input features are explained in detail as follows. We write o;; = e; — e; for the root and

1, i>j,
Oo) = {0, i<,
for the indicator function of the negative roots. A linear combination of the permutation values
x(1),...,z(n) would be very hard to interpret mathematically, which is why we use the d-values.
It is important to note for the neural network, the difference between presenting a permutation
as 6(z(ayj)) or 6(z7'(auj)) is significant. While these two presentations are mathematically
equivalent, transitioning from one to the other is a non-linear procedure |64 section 5.2]. We
use  and y~ ', which have more direct mathematical interpretations than their inverses z !
and y. Specifically, y~! indicatesthe Weyl chamber of w, whereas z typically indicates the Weyl
chamber of the inverse w™?!.
We obtain (X;, Y;)2%9°. Upon applying the neural network to this dataset, the results of this
experiment are summarized in Table [2l The average error is found to be 0.65.
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TABLE 2. Coefficient of Experiment 3

Feature Corresponding Coefficient(s)
PO Zo0s 001 (U1 0%r 000 o6
1) ii)), 0 -1 i ’ 0.13 —0. s ’ 0.0
(z(0;)), 0(y~ (asz)) ( 0.13 091(;2) ( 0.02 0.04 )

O(x) 0.10

m [0.13, -0.09, -0.02, 0.08, -0.10]
y) 0.10
{(w) 0.52

Analysis. From the above table, we observe that the length of w is the most significant
feature, with a coefficient approximately equal to 1/2. We thus deduct this potential leading
term from the dimension for our subsequent experiments. Specifically, the output Y will be
dim X, (1) — 2¢(w). It is noteworthy that = and y belong to the finite Weyl group, and their
contribution to the dimension should be limited. Conversely, the range of p is unbounded and it’s
anticipated that p could contribute to the potential leading term of the linear approximation of
the dimension. We therefore hypothesize that the contribution of x4 in the linear model is already
encapsulated in the term %Z(w) (i.e., the contribution of y is given by (u, p)). Consequently, we
will eliminate p; from X.

Experiment 4. The analysis of the dimension of affine Deligne-Lusztig varieties, even for
smaller rank groups such as SLs, suggests that different Weyl chambers may exhibit different
patterns (cf. |15, section 7] and [3]). In [21], He introduced the technique of partial conjugation,
which, to some extent, reduces the problem to the dominant chamber. Therefore, we primarily
focus on elements in the dominant Weyl chamber, i.e., elements of the form w = t*y where p is
dominant regular.

Dataset 3. This dataset is defined similarly to Dataset 2. We randomly choose 5000 elements
w = tty where y € Wy and p = (1, p2, 3, fia, t45) is dominant regular with 9 > g > po > ps >
g > ps > —9, and X, (1) # 0.

For each w = t*y, we define

X =[6(y Ya2)), ... 00y aus)), £(y)]
and

Y =dim X,,(1) — %E(w)

We derive {X;,Y;}5%° and apply a linear model. We obtain ﬁc)* with an average error of 0.30.
The coefficients are listed in Table Bl

TABLE 3. Coefficient of Experiment 4

Feature | Corresponding Coefficient (s)

v Y T T
5y~ (auy)) "~ —0.07 0.05
0.00

o) 0.42

Recall that ((y) = >, ;0 (y~'(c; ;). If we consider this linear dependence, we observe that
the actual leading coefficient in the above linear model is ¢(y) times
1
0.42 4+ (0.02 + 0.05 + 0.10 4+ 0.13 — 0.05 + 0.07 4+ 0.11 — 0.07 + 0.05 + 0.00) - m
= 0.46.
Analysis. We could conjecture that $((y) is the leading term, with an “error term” that is

one order of magnitude smaller. Before progressing with our experiments, we introduce some
general strategies and terminology for the training and interpretation of linear models.
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In the context of linear regression, the inclusion of a regularization term is essential when
dealing with highly linearly correlated features. This situation can cause instability and unre-
liable estimates of the regression coefficients. Regularization involves adding a penalty term to
the loss function, generally based on the magnitudes of the regression coefficients.

Practically, the £o-norm is a commonly selected regularization term. The loss function can
be represented as:

N
min (Y — 87 X,)2 + A[183-
i=1
The ¢5-regularization in linear regression results in a unique optimal solution, providing model
stability and avoiding multiple solutions. The {s-regularization penalizes larger regression co-
efficients proportionally, leading to more stable models with reduced overfitting and improved
generalization.
For instance, if we only use one feature, £(y), to train the linear model, which does not require
a regularization term, we can obtain a model with an average error of 0.30 and a coefficient of
0.47. This coefficient is much closer to 0.5 because of the ¢>-regularization’s preference for small
and average coeflicients when dealing with linear dependence. Therefore, a common strategy is
to first identify the most important features, discard less important features, and then retrain
the model’s parameters |20} 4]. This process allows for obtaining more accurate results and helps
in mitigating the effects of highly correlated features.
Additionally, the ¢1-norm is also a common metric used in regularization terms and fidelity
terms. It can be expressed in the following form:

N
min Y [V; — BT X;] + Al|B|1.
i=1
When used as a fidelity term, the ¢;-norm penalizes absolute differences between the model
predictions and the true targets. This makes it more robust to outliers compared to the /o
norm, which is more sensitive to large errors.

Also, as a regularization term, the /; norm induces sparsity in the model parameters, driving
many parameters close to zero. This performs automatic feature selection, removing uninforma-
tive features and improving interpretability. In contrast, the ¢s-norm does not induce sparsity,
but instead diffuses weight across all parameters. Apply the ¢; model. We obtain fg* with
average error of 0.18. The coefficients are listed in Table [4]

TABLE 4. Coefficient of ¢; model for Experiment 4

Feature | Corresponding Coefficient(s)
R
1 B . . .
6y~ (ej)) ( 0.00 ggg)
(y) 0.50

Experiment 5. We aim to investigate how the findings from the previous sections extend to
other Weyl chambers. Given w = xt*y, our goal is to estimate

Y = dim X, (1) — %ﬂ(w).

If 2 = 1, we understand that the leading term should be +((y). Generally speaking, there are a
number of intuitive ways to combine x and y, particularly in light of the previously mentioned
partial conjugation method. These include the mutual products xy and yz, as well as the
Demazure products y * x and y < [22]. Considering that the d-values only slightly contribute
to the linear model in the dominant chamber, we exclude them in this experiment.

We utilize Dataset 2 (arbitrary Weyl chamber). For each w = xtty, we set

X = [l(z), (), L(zy), L(yx), £(yz), L(y < x)].

This gives us the pair (X;,Y;) for i = 1 to 5000. Upon applying a linear model, we obtain fy-
with a mean error of 0.13. The coefficients are provided in Table
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TABLE 5. Coefficient of Experiment 5

Feature | Corresponding Coefficient(s)
{(x) 0.02
(y) 20.05
(xy) -0.02
L(yx) 0.46
Uy *x) 0.04
ly<x) 0.04

Analysis. It is evident that £(yz) is the most influential feature, yet interpreting the co-
efficient 0.46 poses a mathematical challenge. Note that while the input features are linearly
independent, numerous mathematical relationships exist between them, as shown by the inequal-
ity

[€(z) = L(y)] <y <az) < Lyz) <y *z).

We can speculate that %E(yx) could be a suitable candidate for the leading term, with the
remaining terms being relatively small. This speculation leads us to the linear model

dim X, (1) ~ % (b(w) + £(yz)),

which aligns with the previously mentioned virtual dimension d,,(1).

Experiment 6. We now scrutinize this linear model, which we have identified as representing
the virtual dimension. For all pairs (w, b) such that w € W, satisfies £(w) < 30 and [b] € B(SL5)
satisfies X, (b) # (), we examine the difference d,(b) — dim X, (b) between the virtual dimension
and the actual dimension of X, (b). The number of such pairs is 3,119,946. The results are
presented in Table [6]

TABLE 6. Number of pairs (w, b) with certain value of virt. dim minus dim.

value of d,(b) — dim X,,(b) 0 1 2 3 4
Amount of pair 2020909 | 922482 | 166386 | 9885 | 284

Analysis. We observe that the difference d,,(b) — dim X,,(b) is always non-negative, and
equals zero in the majority of cases. Both of these observations are well-documented, and
represent major accomplishments in the field |23} |26]. Furthermore, we notice that this difference
also seems to be upper-bounded by 4, a surprisingly small value considering the number of pairs
(w,b) and the large dimensions involved. This leads us to conjecture that d,,(b) — dim X,,(b)
always has a reasonably small upper bound independent of (w, b). We will explore that question
further in section

6. SEARCHING FOR IMPORTANT FEATURES

In this section, we revisit the group SLs without imposing any restrictions on [b] € B(SL5) or
w € W,.

6.1. Detailed introduction to SVM method. To ensure self-containment and enhance un-
derstanding of the experimental outcomes, we provide a detailed introduction to the Support
Vector Machine (SVM) model. This widely-used machine learning algorithm is primarily em-
ployed for classification tasks and will be utilized in our experiments on the non-emptiness
pattern and the condition of dimension equalling virtual dimension.

The primary objective of SVM is to identify an optimal hyperplane that effectively separates
data points into different classes. In the case of binary classification, the hyperplane is chosen
to maximize the margin, which refers to the distance between the hyperplane and the nearest
data points from each class. In this context, we primarily focus on linear SVM for the sake of
result interpretability. The equation of this hyperplane is given by:

f(X)=8"X-b=0.
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For instance, in the non-emptiness pattern experiments, SVM aims to establish a hyperplane
that bifurcates the dataset into two regions. Specifically, on one side of the hyperplane, all
instances satisfy X, (1) # 0; on the other side, all instances satisfy X,,(1) = (. This is depicted
in Figure [3|

® X.(1)#0

x Xu(1)=10

FIGURE 3. A demo for SVM

When data is not inherently linearly separable, SVM often employs techniques to find an “op-
timal” hyperplane. A commonly used evaluation criterion is the hinge loss, a margin-based loss
function that penalizes misclassifications and encourages SVM to identify a decision boundary
with a larger margin. For a binary classification problem, the hinge loss for a single data point
is defined as: R .

Lhinge(Y, f(X)) =max(0,1 -Y - f(X)).
To optimize the SVM model, the aim is to minimize the sum of hinge losses across all training
data points while incorporating a regularization term. This term helps prevent overfitting and
controls the complexity of the learned model, often represented by the ¢3-norm of the weight
vector . The SVM optimization problem can be formulated as:

minzﬁhinge(y—ia f(X’L)) + )“/Blg

Solving this optimization problem allows SVM to learn a decision boundary that generalizes well
to unseen data, leading to accurate classification or regression predictions.

During the inference stage, an input X is classified as the first class if f (X) is greater than 0,
and classified as the second class otherwise. The coefficients represented by 8 provide insightful
information about the relationship between the input features and the class labels. Specifically,
a positive B(;) suggests that as the value of X ;) increases, the likelihood of belonging to the first
class also increases. Furthermore, a larger absolute value of 3;) signifies a stronger influence of
the corresponding feature on the classification decision. Conversely, a negative ((;) indicates a
negative relationship between the feature and the likelihood of belonging to the first class.

6.2. Experiments on the non-emptiness pattern.

Data: All w = ztty € W, and [b] € B(SL5) respecting the conditions ¢(w) < 30 and v}, < p.
The latter condition, known as Mazur’s inequality, is a necessary condition for X,,(b) # 0.
(Dataset size: 8,705,879)

Feature:

X = [-rijuu’l?"' a:u/5ay7;_jl7nij = 6(n(w)(a1]))?€(w))yla '7V55A17"~7A5] S R46
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1 if Xo(1)#£0
-1 i X,(1)=0

Result: Three models were utilized in our experiments, each executed 100 times. The first
model, SVM, yielded an average accuracy of 78.34%, with the average coefficients reported in
Table [7] The second model, a single-layer neural ReLU classification network with 10 neurons,
achieved an average training accuracy of 87.14% and an average test accuracy of 87.17%, with
the average gradients documented in Table The third model, a three-layer neural ReL.U
classification network with 20 neurons per layer, had an average training accuracy of 94.72%
and an average test accuracy of 94.74%, with the average gradients detailed in Table [9]

Output: Y =

TABLE 7. Average Coefficient of SVM for non-empty

Feature Corresponding Coefficient(s)
0.15 0.10 0.10 0.12 —0.08 =0.12 =0.15 —0.18 —0.15 0.10_0.39 1.56
e | [ R RETE T
ij )y iz )5 Mg 015 | o008 |’ 015

i [0.01, 0.01, -0.00, -0.01, -0.02]

L(w) 0.07
Vi [-1.14, -0.53, 0.01, 0.55, 1.16]
i [0.68, 0.30, 0.00, -0.30, -0.67]

TABLE 8. Average Gradient of One-Layer NN for non-empty

Feature Corresponding Gradient(s)
CTSERETEY ( OIEIRGE oWy
. 71 . . . . . . . . . .
oo | (). (R, (PR N
1 [0.08, 0.13, 0.14, 0.12, 0.07]
(w) 0.05
Vi [0.44, 0.28, 0.18, 0.28, 0.45]
Y [0.23, 0.14, 0.05, 0.13, 0.23]

TABLE 9. Average Gradient of Three-Layer NN for non-empty

Feature Corresponding Gradient(s)
BT AL i A A
(iz), (Wi; ), (i) ( 005004 |, ( 0.06 8283)’ < 0.14 81%%)
1 0.09, 0.18, 0.21, 0.19, 0.09]
(w) 0.06
Vi [0.14, 0.10, 0.09, 0.11, 0.14]
N 0.17, 0.16, 0.16, 0.16, 0.18]

Analysis. It is evident that the “hook”-part of i encapsulates important features, specifically
112, 713, M4, 15, M25, M35, Nas- Lhe No Levi Obstruction (NLO) criterion for non-emptyness of
ADLV, developed in [16] and further refined in [17] [62], suggests that the support of n(w) plays
a crucial role in the non-empty pattern. This connects to the values of 7;;, though the exact
relationship is intricate and non-linear, representing an interesting problem in itself.

As seen from Table[7] another important feature is the Newton point v} together with its best
integral approximation A(b). In general, we expect that X, (b) holds “often” for small [b] and
only occasionally for v, close to p, cf. [26].

The three layer neural network achieves a high accuracy, but the gradient is hard to interpret
mathematically. This is partly due to inherent properties of the machine learning model (cf.
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section 7 as well as the underlying problem: Since the target function f is discrete, the
gradient of the smooth approximation f at individual points is hard to interpret. Nonetheless,
this lack of explanation can inspire future mathematical research, directing our attention to get
a more precise understanding of the underlying mathematical problem.

6.3. Experiments on the dimension.
Data: All w = ztty € W, and [b] € B(SLs), with the conditions ¢(w) < 30 and X,,(b) # 0.
(Dataset size: 3,119,946)
Feature:
X = [mijvlj/la .. 7/’(‘57yi_j17nijv€(w)7 Vi,...,Vs, )\1, ey )\5] (S R46

Output: Y = dim X, ().

Result: Two models were utilized in our experiments, each executed 100 times. The first
model, a single-layer neural ReLU classification network with 10 neurons, achieved an average
training accuracy of 77.02% and an average training error of 0.33, an average test accuracy of
77.06% and an average test error of 0.33. The average gradients can be found in Table
The second model, a three-layer neural ReLU classification network with 20 neurons per layer,
reached an average training accuracy of 92.12% and an average training error of 0.16, an average

test accuracy of 92.10% and an average test error of 0.16. The average gradients are detailed in
Table

TABLE 10. Average Gradient of One-Layer NN for dimension

Feature Corresponding Gradient(s)
IR R (OB LR (TR
(i), (yi:h), (mif) ( 026 —013), ( 70020 0216>,< U018 0126)
J 0.22 0.18 0.21
10 [0.34, 0.20, 0.06, 0.20, 0.35]
{(w) 0.46
Vi [4.19, 2.08, 0.05, 2.07, 4.19]
i [2.01, 1.00, 0.05, 1.01, 2.02]

TABLE 11. Average Gradient of Three-Layer NN for dimension

Feature Corresponding Gradient(s)
0.18 0.12 0.08 0.08 0.16 0.12 0.08 0.18 0.40 0.41 0.45 0.47
) ) | [ PO SRS ) (iR
7 g A o8 )7 7016 )’ T 0.40
i [0.37, 0.32, 0.31, 0.31, 0.37]
{(w) 0.47
Vi [4.22, 2.03, 0.29, 2.03, 4.22]
i [2.01, 1.02, 0.14, 1.00, 2.00]

Analysis. It can be observed that the average gradients for these neural networks closely align
with the gradient of the linear model discussed in §4. In fact, the dimension equals the virtual
dimension for 64.8% of the dataset, and for most of the remaining data points, the difference is
just 1. The gradient of this linear function seems to dominate the more nuanced behavior of the
neural network, resulting in the 92.1% accuracy. To obtain a more insightful average gradient,
a comparison between the dimension and the virtual dimension should be considered.

6.4. Experiments on the condition virtual dim. = dim.
Data: All w = ztty € W, and [b] € B(SLs), with the conditions ¢(w) < 30 and X, (b) # 0.
(Dataset size: 3,119,946)
Feature:

X = [-rijuu’la"' a:u/5ay7;_jl7nij = 6(n(w)(a1]))?€(w))yla '7V55A17"'7A5] S R46
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1 if VD # dim X,,(b)
—1 if VD =dim X,,(b)’

Result: Three models were utilized in our experiments, each executed 100 times. The first
model, an SVM, achieved an average accuracy of 83.13%, with the average coefficients shown in
Table The second model, a single-layer neural ReLU classification network with 10 neurons,
recorded an average training accuracy of 87.52% and an average test accuracy of 87.55%, with the
average gradients shown in Table The third model, a three-layer neural ReLU classification
network with 20 neurons per layer, attained an average training accuracy of 96.66% and an
average test accuracy of 96.67%, with the average gradients presented in Table

Output: Y =

TABLE 12. Average Coefficient of SVM for VD=Dim

Feature Corresponding Coefficient(s)
—0.55 —0.10 021036 0.39 0.28 —0.02 —0.27 1.18 0.91 0.70 0.73
(23, (05")s (i) O8RStk i e T Er
R A 7055 )] 7 o0ao )’ “lias
i [0.02, -0.14, -0.00, 0.15, -0.02]
(w) -0.19
v; [1.02, 0.4, 0.00, -0.45, -1.02]
by [-0.24, -0.10, 0.00, 0.10, 0.24]
TABLE 13. Average Gradient of One-Layer NN for VD=Dim
Feature Corresponding Gradient(s)
0.17 0.06 0.07 0.11 0.12 0.07 0.04 0.09 0.38 0.32 0.22 0.22
it | (OB (PR (T
ij)s \Yig ) \Tlij T oas )’ “oa3 )’ T 039
1 0.06, 0.16, 0.24, 0.16, 0.06]
t(w) 0.06
Vi [0.37, 0.18, 0.18, 0.18, 0.38]
y [0.12, 0.06, 0.06, 0.06, 0.12]
TABLE 14. Average Gradient of Three-Layer NN for VD=Dim
Feature Corresponding Gradient(s)
0.13 0.06 0.04 0.06 0.10 0.04 0.04 0.05 0.27 0.27 0.24 0.22
e ) | [ SRR EEGE)( e
i) \Yij ) \Thij 0.12 |’ o0 )’ 0.25
10 [0.08, 0.23, 0.34, 0.22, 0.07]
t(w) 0.05
v; [0.31, 0.21, 0.20, 0.20, 0.31]
Yy [0.12, 0.07, 0.07, 0.07, 0.12]

Analysis. We see that 7, ; are important features. We know that if n(w) is small, for
example, if n(w) is a partial Coxeter element, then the dimension equals virtual dimension [28].
If n(w) is large and close to the longest element, then dimension is unlikely to be equal to virtual
dimension.

Moreover, it is known if y = 1 or, under additional hypotheses, if © = wy, then dimension
must also be equal to virtual dimension [45]. This explains the signs of the z;; and y;; in Table
12

It is known in general, cf. 7 that the difference d,,(b) — dim X,,(b) is maximal for large
[b]. This explains why the Newton point is an important feature.

Table [15| gives the proportion of elements w, grouped by the length of n(w), where the virtual
dimension is not equal to dimension for some b (i.e. the non-cordial elements in the sense of [45]).



24 BIN DONG, XUHUA HE, PENGFEI JIN, FELIX SCHREMMER, AND QINGCHAO YU

TABLE 15. number of elements with dim=virdim fail

£(n(w)) 0 1 2 3 4 5 6 7 8 9 10
# non-cordial 0 0 0 2696 | 8316 | 18232 | 18152 | 17651 | 10039 | 5284 | 1175
# cordial 1271 | 5742 | 11191 | 21255 | 24754 | 31172 | 24780 | 21292 | 11155 | 5664 | 1225
Proportion 0 0 0 11% 25% 37% 42% 45% 47% | 48% | 49%

6.5. Statistics of the difference of virtual dim. - dim.

The experiments and analysis above indicate that the virtual dimension is a good approximation
of the dimension for nonempty X, (b). A natural question is to further study the difference
between the dimension and virtual dimension for nonempty X, (b).

In this part, we will provide a numerical analysis of the the difference between the dimension
and virtual dimension A, (b) = d,,(b) — dim X,,(b) for nonempty X, (b) of dataset 2, and hope
that the analysis will guide us to get the pattern of difference.

TABLE 16. A (b)

Apy(d) =0 Ap(®) =1 Ap(d) =2 Apd) =3 | Ay(b) =4 All
Amount of data 2020909 922482 166386 9885 284 3119946
Proportion of data 65% 30% 5% 0.3% 0.01% 100%

As exhibited in Table within the dataset, the virtual dimension represents the theoretical
upper bound of the actual dimension. The maximum achievable accuracy rate was 65.82%.
Furthermore, the predominant A,,(b) were of magnitude 1.

It seems that the percentage of pairs (w,b) with A, (b) larger than a given bound decreases
rapidly. We further expect that A, (b) might be bounded from above by a constant depending
only on n, i.e. the group SL,. We will investigate this question by mathematical methods in
section [7l

6.6. Experiments on the irreducible components.

In this section, we investigate the number of top dimensional irreducible components of X, (b)
up to the Jp-action. The analogous question has been solved for affine Deligne-Lusztig varieties in
the affine Grassmannian [67] 48]. Here, the key ingredient is the dimension of the weight space of
the highest-weight Verma module V,,(X). This is a commonly studied object in the representation
theory of Lie algebras, and we refer the reader to any of the corresponding textbooks for the
exact definition. For now, we remark that this dimension is a positive integer that is computable
in terms of p € X, (T) (which depends only on w) and A(b) € X, (T) (which only depends on b).
Our first experiment uses the data set from the previous experiment, restricted to those ADLV
whose dimension agrees with virtual dimension.

(1) Data: All w = ztty € W, and [b] € B(SL5) with ¢(w) < 30 and dim X,,(b) = d,(b).
(Dataset size: 2,020,909)
Feature:

X - [xijaﬂlv"'7ﬂ5ayi;17nij7£(w)ayla"'71/57)\17"'7)\57d1mv,u.(>\)] € R47

Output: Y = 1J,\X"P X, (b).

Result: Two models were utilized in our experiments, each executed 100 times. The first
model, a single-layer neural ReLU classification network with 10 neurons, achieved an average
training accuracy of 67.15% and an average training error of 0.48, an average test accuracy of
67.06% and an average test error of 0.48. The average gradients can be found in Table
The second model, a three-layer neural ReLU classification network with 20 neurons per layer,
reached an average training accuracy of 75.96% and an average training error of 0.33, an average
test accuracy of 75.92% and an average test error of 0.33. The average gradients are shown in
Table I8

Analysis. We observe that the variables vy, vs, 715, 723, 1124, N34, (43 Play a sensitive role in
the approximated function f . Interestingly, the simpler model tends to overlook 123, 724, 134, 3,
while these variables appear to be crucial for the more complex model. This suggests that
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TABLE 17. Average Gradient of One-Layer NN for irreducible components

Feature Corresponding Gradient(s)
SR A AN AL T L AL AL
.. 71 .. : . . : 59 . . ) 52
(@ij): (W5 )5 (i) ( 0.29 g;;g) ( 0:29 gég)( 0:43 ggg)
11 0.04, 0.11, 0.06, 0.11, 0.04]
(w) 0.08
” [0.56, 0.30, 0.03, 0.30, 0.55]
Y [0.25, 0.13, 0.02, 0.13, 0.25]
dimV, (\) 0.02

TABLE 18. Average Gradient of Three-Layer NN for irreducible components

Feature Corresponding Gradient(s)
0.250.16 0.10 0.17 0.250.14 0.08 0.16 0.54 0.43 0.63 0.55
(), 0510 () ( SHERE) (e ) ( o0 31 )

i [0.08, 0.28, 0.33, 0.27, 0.08]
L(w) 0.07

v [0.50, 0.30, 0.15, 0.30, 0.50]

N [0.24, 0.13, 0.06, 0.13, 0.24]
dimV,(\) 0.03

the function f exhibits a complex relationship with respect to 123, 724,734, 3. Moreover, the
accuracy achieved in this experiment is lower than that of the previous one, which focused on
the dimension problem. This suggests that the problem of determining irreducible components
presents greater complexity.

We remark that the feature dim V,,(\) does not seem to be particularly influential. Repeating
the experiment without this feature, we retain almost the same accuracy. In order to obtain
further insight into the most well-behaved situations, we restrict our attention to a certain subset
of elements, which are known to enjoy the most convenient properties.

(2) Data: All w = ztty € W, where y = 1 and [b] € B(SL3) with ¢(w) < 30 and X,,(b) # 0.
In this case, it is known that dim X,,(b) = d,,(b). (Dataset size: 43,986)

Feature:

X = [xij,ul,...,,u5,é(w),1/1,...,V5,)\1,...,)\5,dimVM()\)] S R47

Output: Y = 1J,\2*P X, (b).

Result: Two models were utilized in our experiments, each executed 100 times. The first
model, a single-layer neural ReLU classification network with 10 neurons, achieved an average
training accuracy of 67.82% and an average training error of 0.49, an average test accuracy of
67.67% and an average test error of 0.49. The average gradients can be found in Table
The second model, a three-layer neural ReLU classification network with 20 neurons per layer,
reached an average training accuracy of 81.80% and an average training error of 0.26, an average
test accuracy of 81.60% and an average test error of 0.27. The average gradients are shown in
Table R0l

Analysis. The restriction to y = 1 implies that X,, () is equidimensional dim X, (b) = d,, ()
whenever X,,(b) # 0 [44]. In other words, all irreducible components are top dimensional.

We see that the accuracy of the single-layer neural network does not change much compared
to the previous experiment. However, the gradients are vastly different. The biggest contribu-
tion in Table comes from the dimension of the weight space dimV),(\), which only made a
tiny contribution in the previous experiment. In the case of three-layer neural networks, the
restriction to y = 1 brings a substantial improvement in accuracy, and again the contribution of
dim V,(X) becomes significantly larger.

If x = wy is the longest element of the Weyl group, we know that the irreducible components of
X (b) correspond one-to-one to the irreducible components of the affine Deligne-Lusztig variety



26

BIN DONG, XUHUA HE, PENGFEI JIN, FELIX SCHREMMER, AND QINGCHAO YU

TABLE 19. Average Gradient of One-Layer NN for irreducible components

Feature | Corresponding Gradient(s)
0.21 0.20 0.25 0.29
0.16 0.27 0.25
(xij) 0.17 8138)
m [0.11, 0.13, 0.09, 0.12, 0.10]
L(w) 0.04
v; [0.12, 0.10, 0.05, 0.10, 0.11]
Y [0.07, 0.05, 0.03, 0.04, 0.07]
dimV, (V) 0.29

TABLE 20. Average Gradient of Three-Layer NN for irreducible components

Feature | Corresponding Gradient(s)
0.210.20 0.23 0.20
0.21 0:26 0.23
(xi5) 021 0.30
1 [0.10, 0.19, 0.25, 0.20, 0.11]
l(w) 0.02
v; [0.09, 0.09, 0.13, 0.09, 0.09]
Ai [0.05, 0.04, 0.05, 0.04, 0.05]
dimV, () 0.28

X, (b) inside the affine Grassmannian (following the proof of [23, Theorem 10.1]). For the latter
kind of affine Deligne-Lusztig varieties, the number of Jy-orbits of irreducible components has
been predicted by Chen-Zhu, and their conjecture has been fully established by Zhou-Zhu [67]
as well as Nie [48]. In this case, we know that ¥ = dim V},(A).

More generally, the same conclusion holds whenever z is the longest element of a Levi sub-
group, following the Hodge-Newton decomposition method of Gortz-He-Nie [17]. For general
x, we may expect that the number of irreducible components is much smaller. Nonetheless, it
should not be a surprise that dim V,,(\) is the input feature with the highest overall contribu-
tion, as measured by the average gradient. It is not quite clear why this was not the case in
the previous experiment, since these two cases are related by the partial conjugation method,
which is independent of . This could be an artifact of our limited data set. However, the
situation remains overall mysterious, and we invite the interested readers to further explore this
phenomenon through mathematical insight or ML assisted research.

Overall, we may summarize that the problem of enumerating irreducible components allows
for a fairly accurate solutions using single-layer or three-layer neural networks. This gives hope
that further mathematical progress on this problem should be possible. Moreover, the second
subset does indeed seem to be better behaved for studying this problem.

7. LOWER BOUND ON THE DIMENSION

In section [6] we developed machine learning models that not only enable us to recover previ-
ously known results, but also lead to new conjectures and research questions. In this section, we
study the question on the lower bound of the dimension of ADLV whenever it is non-empty. In
other words, we study the upper bound of the difference d,, (b) —dim X, (b) whenever X,,(b) # 0.
For G = SL,,, we will show that

k(k—1), n=2k,

max  dy(b) — dim X, (b) = {k2 n=2k+1

X ()0

Since the dimension of ADLV is of general interest, we establish such a lower bound in the
most general case, i.e. we no longer specialize to G = SL,,.

7.1. General setup. Let F' be a non-archimedean local field with residue field F, and let F be
the completion of the maximal unramified extension of F. We write I for Gal(F/F), Ty for the
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inertia subgroup of I" and o € I for the Frobenius. Let G be a connected reductive group over
F and G = G(F). Let o be the Frobenius morphism on G. We fix a o-stable Iwahori subgroup
I of G. Let Fl = G’/I be the a]fﬁne flag variety. Let W be the Iwahori-Weyl group of G. Then
we have a natural identification [ \G / I =~ W and the o-action on G induces a natural action on
W, which we still denote by o. The extended affine Weyl group W is the semidirect product of
the finite Weyl group Wy and the T'y-coinvariants of the cocharacter lattice X, (T)r,

For any b € G and w € W, we define the corresponding affine Deligne—Lusztig variety in the
affine flag variety

Xo(b) = {9l € G/I; g7 bo(g) € Twl} C FI.

It is known that the affine Deligne-Lusztig variety X, (b) is a (probably empty) locally closed
(perfect) scheme of locally finite type over the residue field of F. Tt is a general fact that one
may reduce all questions regarding the geometry of affine Deligne-Lusztig varieties to the case
where the group G is quasi-split and of adjoint type |17, Section 2]. Hence we assume from now
on that G satisfies these assumptions. In particular, this means that the finite Weyl group W,
is stable under the action of o.

We denote the Borovoi fundamental group of G to be m1(G) = X, (T)/Z®V, where ®V is
the set of coroots. Then the Kottwitz point of [b] € B(G) is denoted x(b) € 71 (G)r, which
characterizes the connected components of the affine flag variety up to o-action.

Write w = ztiy with z,y € Wy, u € X.(T)r, and t*y € SW. Then we put 7,(w) = o~ (y)z.
Let v, € X.(T)r, ® Q denote the dominant Newton point, def(b) € Zx( the defect and 2p €
X*(T)' the sum of the positive roots. Then we define the virtual dimension of the pair (w, [b])
to be

du(b) = 5 (£w) + Lo () — (4, 2p) — def (1)),

Here we write ¢ for the length function of W and Wy, and write {5 for the reflection length on
Wy. The reflection length an element v € Wy as the smallest number n such that u is a product
of n reflections (not necessarily simple) in Wy. It is denoted

lr(u) = min{n | Jaq,...,a, € ® such that u = s4, - - Sq,, }-

Write O = {w™twgo(w) | w € Wy} for the o-conjugacy class of the longest element wy and
lr(0) = min{lgr(u) | u € O}. For a complete description of £z (O), we refer to |29].

Set B(G), = {[b] € B(G); X,(b) # 0} and let [b] € B(G),. We know that dim X,,(b) <
d (D), and the goal of this section is to give a bound of the difference d,,(b) — dim X, (b).

Theorem 7.1. The maximum of the difference between virtual dimension and dimension, for all
pairs (w, [b]) such that the corresponding affine Deligne-Lusztig variety is non-empty, is precisely
given by

(o) — r(O)

max  dy,(b) — dim X, (b) = 5

weW
[b]€B(G)w

We summarize our proof strategy as follows. There is a unique maximal element in B(G),,,
denoted by [b,]. It is called the generic o-conjugacy class of w, since it is the unique o-conjugacy
class such that the intersection [b,] N Jwl is dense in Jwl. The existence of [by,] and a useful
combinatorial characterization are obtained by Viehmann in |60, Corollary 5.6].

By a deep result in arithmetic geometry, we will see that the difference of virtual dimension
and dimension reaches its maximum, over B(G)y, at [b] = [by)].

The advantage of working with [b,] is that we have an explicit formula for the dimension
of Xy (by). Combined with a description of [b,] via a certain combinatorial model, we then
compute the difference d,(b,,) — dim X,,(by,). Finally, we re-write that upper bound in terms of
the length and reflection length functions of the finite Weyl group W.

For G = SL,,, one evaluates ¢(wp) = n(n —1)/2 and £g(wo) = |(n — 1)/2] in order to obtain
the upper bound as stated in the beginning of this section.
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7.2. Step 1: A purity result. We denote the usual dominance order on B(G) by <. For
[, [t'] € B(G), this means that [b] < [I] if and only if the Kottwitz points k(b), x(b') agree as
elements of 7 (G)r and the difference of Newton points vy — 13, is a Qx-linear combination
of positive coroots. Geometrically, this means that the subset [b] C G lies inside the closure of
[b'] C G.

One now may study increasing chains [b] = [b1] < [b2] < -+ < [bp41] = [V/] in B(G). By the
work of Chai |9, Theorem 7.4], we know that all maximal chains have the same length, given by

length([b], [']) = %(@b, — (b, 2p) + def (V) — def(b)).

One may similarly ask for geometric properties of o-conjugacy classes not inside é, but inside
the smaller subset Jwl. The intersection [b] N Twl is infinite-dimensional, but it is admissible
in the sense of |24], so there is a well-defined notion of codimension in Jwl and closure inside
Twl. There is a notion of relative dimension of [b] N [wl, allowing us to express the dimension
of Xy, (b) in terms of dim[b] N Jwl.

For [b] € B(G).,, the closure of the Newton stratum [b] N Iw] is contained in the union of all
Newton strata [i'] N Twl for [b] > [b'] € B(G),, but one cannot in general expect to have an
equality.

To compare the dimensions of different Newton strata inside Jwl, we use the purity theorem.
This is a deep result in arithmetic geometry, developed by many experts, including de Jong,
Viehmann and Hamacher. We won’t recall the statement nor the proof, due to the level of
technicalities involved, and instead refer to the discussion in [61].

The statement we use here is the due to Viehmann [61, Lemma 5.12]. It states that the
codimension of [b] N Tw/ inside Twl is at most length([b], [by]). By [24, Theorem 2.23], we know
that this codimension is equal to dim X, (b,,) — dim X, (b) + (v, — b, 2p). Thus

dim X, (by ) — dim X, (0) <length([b], [bw]) — (¥, — v, 2p)
:% (<ub — w,,2p) + def(b) — def(bw)>
=dy (bw) — dw(b). (7.1)

Hence dy, (b) — dim X, (b) < dy(by) — dim Xy, (by,). In other words, the function
B(G)y = Z, [b] — dyy(b) — dim X, (b)

reaches its maximum at [b] = [b,]. We now focus on this special case.

7.3. Step 2: The quantum Bruhat graph. Let w € W. Recall that [b,] € B(G),, denotes
the generic o-conjugacy class associated with w. In this step, we calculate the difference d,, (b, ) —
dim X,,(b,,) for arbitrary elements w € w.

It is known that dim X, (b,,) = £(w) — (s, , 2p), cf. |24, Theorem 2.23]. Thus we compute

1
du(bu) = dim Xy (bu) = 5 (—0w) + €05 (w)) + (13, 29) — def(bu) ).
By [65, Proposition 3.9], we know that

(vb, 2p) — def (b) = ([b], 2p),

where |b] € X, (T)r is the best integral approximation of [b] in the sense of [19]. More specifically,
|b] is the unique element in X, (T)r such that
e k(b) = k(|b]) in m (G)r and
e 0< (Wp— |W],wo) < 1 for any o € S/(o). Here, w, € QP is the unique weight whose pairing

with a simple root « is given by 1 if s, € 0 and 0 otherwise.
It remains to compute this approximation |b,, | for arbitrary elements w € W. This is a result of
Schremmer [55, Theorem 4.2], generalizing earlier results which compute this quantity in special
cases.

In order to understand these generic o-conjugacy class [b,], the tool of choice for Schremmer’s
result and its predecessors is a finite combinatorial object associated with G, known as quantum
Bruhat graph. This graph was originally introduced by Brenti, Fomin and Postnikov [5] as a
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consequence of certain solutions to Yang-Baxter equations. While originally intended to study
quantum cohomology, especially the quantum Chevalley-Monk formula, it has since been found
useful in a number of contexts, such as Kirillov-Reshetikhin crystals [37] and Bruhat order of
affine Weyl groups [36]. The calculation of the generic o-conjugacy class of affine Weyl group
elements is related to the Bruhat order via a result of Viehmann |60, Corollary 5.6]. The resulting
connection between the quantum Bruhat graph and the generic o-conjugacy class of sufficiently
regular affine Weyl group elements was first discovered by Miliéevié [44].

The quantum Bruhat graph is defined as follows: By definition, QBG(®) is a directed graph,
whose set of vertices is given by the finite set Wy. Its edges are of the form w — ws,, for w € Wy
and o € & whenever one of the following conditions is satisfied:

o l(wsy) =l(w)+1or

o l(wsy) =L(w) +1—{(aV,2p).

Edges satisfying the first condition are called Bruhat edges, whereas edges satisfying the second
condition are called quantum edges (hence the graph’s name). It is common to draw the graph
with the vertical position of the vertices corresponding to the length, with the longest element

on top and the identity element at the bottom. Then the Bruhat edges go upwards whereas the
quantum edges go downwards. This is the quantum Bruhat graph of type As:

515251
o R
K i A
5152 ; 5281
| | |
1 : I
< ! 3
S1 ! S92
X | L
N i 7
NNt
> T

It is known that the quantum Bruhat graph is (strongly) connected. Hence we may write
dqBa(u,v) € Zxg for the length of a shortest path from u to v in the quantum Bruhat graph,
where u,v € Wj.

The description of the generic o-conjugacy class [b,,] in terms of w uses the quantum Bruhat
graph and the decomposition w = xt*y as above. The latter decomposition is not canonical if
w is not very regular, so we might have to vary it slightly. This can be done using the notion of
length positive elements, as introduced by Schremmer [55].

Let w =t*z € W. We say that v € Wy is length positive with respect to w if all positive roots
a € OT satisfy

(z7I\ va) + 6(zva) — 6(va) = 0.

Denote the set of length positive elements by LP(w) C Wy. If we write w = at*y with tty € SW
as above, then y~! is always length positive, i.e. y=! € LP(w).
With this setup, we can summarize the main result of [55] as follows:

Theorem 7.2. [55, Theorem 4.2 and Lemma 4.4] Let w = t*z € W. Let [by] the mazimal
element in B(G),. Then

(|bw],2p) = £(w) — ver}r}li)l(lw) dopa(v,0(2v)). O

In view of the above calculation, we obtain

dy (by) — dim X, (by) = %(Z(ya(x)) - 7)611511131(11”) dasa (v, U(zv))). (7.2)

A priori, since there are infinitely many elements in W, it is not clear whether or not the left-
hand side of the above equation has an upper bound. However, since W, is a finite group, the
right hand-side (and thus also the left-hand side) of equation ([7.2)) has an upper bound.
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7.4. Step 3: The reflection length as an upper bound. From equations (7.2) and (7.1)),
we see that

: 1 :
[b]é%%é)w dy (b) — dim X, (b) = 3 (E(yo(m)) - verilé’r(lw) dasa (v, J(zv))).

It remains to compute the maximum of this expression over all w € W. A major difficulty in
explicitly evaluating the right-hand side of the above expression is the condition v € LP(w). In
this section, we relax this condition to v € Wy, thus obtaining the upper bound

1
_— < — _ .
[b]GIn%X)w dyw(b) — dim X,,(b) < 5 zinvaex (E(ya(x)) dqoBag (U, U(xyv)))

From the definition of the quantum Bruhat graph, we see
in d > min (g(v? .
Inin dope (v, 0(zyv)) > nin r(v " o(zyv))
We summarize

max  dy(b) — dim X,,(b) < max l(((ya(gc)) - ER(U_la(xyv)))
weW v,x,y€Wo 2
[b]€B(G)w

Writing u = yv, we can re-write this as

= max 2 (po@) — el o) (w)
:ug]lgg‘(/o 1(6(77) — KR(U_an(u))) :

If 1 # wp, we find a simple reflection s with £(ns) = £(n) + 1. Then certainly ¢r(u"1nso(u)) <
¢r(u=tno(u)) + 1. So when searching for the above maximum, we may replace n by ns until
1n = wp. Thus, we can simplify the above expression to

:1{2% %(f(wo) — ﬁR(uflon(u))).

We proved that

1
urflg/g; dyw(b) — dim X, (b) = 3 (é(ya(sc)) - ver{l}i)r(lw) dasa (v, 0(2v))
[b]€B(G)w
obtaining the upper bound claimed in Theorem |7.1
The reader will find a peculiar similarity to the paper [29] of He and Yu. They study a similar
maximization problem in [29, Lemma 4.3, Theorem 5.1], proving that

Jmax. (£ (y)2) — dapa e,y ™)) = tlwo) ~ ((0).

7.5. Step 4: Explicit construction of the lower bound. We saw in the previous step that
(wo) — ¢r(O)

max  dy(b) — dim X,,(b) = %(f(ya(w)) — min dgpa (v,a(zv))) < 5

weW vELP(w)
[b]€B(G)w
In this section, we prove that equality holds, by explicitly constructing an element w & 1474
and v € LP(w) such that n,(w) = yo(z) = wo and dgpg (v, o(zyv)) = r(O). We do this
construction in a case-by-case fashion, first considering the case where G is quasi-simple over F ,
meaning that the root system is connected.

7.5.1. The split and o0 = Ad(wp) cases. Consider first the case where the action of o on ® is either
the identity map (i.e. G is residually split) or equal to the action of —wq. In either case, we obtain
Cr(O) = Lr(wp). From [54} section 5], we know that {g(wy) = dqoc(wo,1). Then w := 20" wyg
satisfies 7, (w) = wp and LP(w) = {wo}, from which one obtains d(b,) — dim X,,(b,) =
M, completing the proof of the theorem.

Following the classification of root systems, one sees that ¢ is given by one of the above choices

unless G is non-split of type D,, with n even.
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7.5.2. The case 2Dqy,. Suppose that G is of type Dag with k > 2 and the image of o in Aut(®)
has order 2. Label the simple roots as aq, ..., as; such «; is connected to a;y1 in the Dynkin
diagram of Do for all ¢ = 1,...,2k — 2. Then o interchanges the roots asy and asgi_1, while
fixing all other roots. The element wy € Wy is central. One computes {r(O) = 2k — 2 [29,
section 5.7].

Define = sop—1,y = woSak,v = wog € Wy and p € X, (T)r, as pu = 2p},, the sum of all
positive coroots of the sub-root system spanned by K = {aq,...,as,—1}. Then w = atty € W
satisfies y = y~1 € LP(w) and £(w, yagk) = 0, hence v € LP(w). We get 1, (w) = yo(z) = wo.

It suffices to show that dqpg (v, o(zyv)) < £r(O) = 2k — 2. For this, we compute

dqoea (v, o(zyv)) = doa(wo, S2k—152k) = doBa (S26—1Wo0, S2k)
= dqBa(S2kS2k—1W0, 1),

where we applied [37, Lemma 7.7] twice. Since woq, sor—1 and sgi centralize each other, we write
$2kS2k—1W0 = W0S2k—152k-
Denote the longest root of @ by 6. Applying [37, Lemma 7.7] again, we conclude

dqoea(wosa2r—152k,1) = 1 + dgaa (sewosS2k—152k, 1).

Let J = {1, as,. .., a} such that the longest element of W is equal to sgwg. Then spwgsak—182, =
s1wo(J")sak—182k where J' = J\ {a1}. We conclude

dopa(wosak—152k,1) = 2+ dopa(wo(J')s2k—152k, 1).

If k = 2, one checks that wg(J')s2k—182r = 1 so that the desired identity follows. Otherwise, we
have k > 3 and observe that J’ defines a o-stable subroot system of type Dag_s. In an inductive
sense, we may assume that dqpg(wo(J')S2k—152k, 1) = 2(k —1) —2 has already been established.
Then also dqrg (woS2k—152k, 1) = 2k — 2 follows immediately.

This completes the proof that for the w constructed above, we have dy,(b,,) — dim X,,(b) =

w, establishing Theorem for groups of type Doy where o has order 2.

7.5.3. The case 3D,. If G is of type D, and o has order 3, enumerate the simple roots a1, ..., o
such that (1) = a3, o(az) = ay and o(ay) = a;. Then one chooses z = s4,y = woo L (z) =
wps1 and v = wg as above. Moreover, we choose u = 2pY with J = {2, a3, as}. Then one
chooses w = xthy € W and v € LP(w) to get the same conclusion as in the example above.

7.5.4. The general case. Following 29, section 5.3], we can reduce to the case where G is quasi-
simple over F'. In other words, we assume that o acts transitively on the set of irreducible
components of Wy. We have Wy = W x ... W} with ¢ irreducible components. There is a
length-preserving group automorphism o’ on W/ with o(wy,...,ws) = (o/(we), w1, ..., we—1).
Let w; be the longest element of W and let O’ be the o’-conjugacy class of wj in Wj. We
distinguish the ¢ even case and the £ odd case as in |29} Section 5.4].

If ¢ is even. Let u = (1,w(, 1, wg, ..., 1,w(), then wy = wo(u) and hence £(O) = 0. Let
=1y = (wy, 1w 1,...,wy,1) and u = (2p",0,2p",0,...,2p",0). Consider w = zt*y. Then
yo(z) = wo, v = y~'u € LP(w) and dqpc(y~'u,o(zu)) = dopa(wo,wo) = 0. Therefore, w
satisfies the condition.

If ¢ is odd. Then by [29, Section 5.4.2], {r(O) = ¢r(O’). By the result proved above in
subsections [7.5.1] [7.5.2] and [7.5.3] one can find w' = z/t" wjho(z'~') and u' € W} such that
o(zwin' € LP(w') and dgpg (o (2 )wiw’, o’ (x'u)) = Lr(O’). Now let

uz(u’ 1,1,...,1),

= (o/(x )wou 2wy, o 2wy, 7L 2 wh, ),

= (2, 2w, 2’ 2 wp, .7 2w, ),

= (who! ('), wha' ™ " wh T 2w T 2,
(,LleleapjgapjlapJ27 "7pJ13pJ2)7
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where J; = {i;2'wy(a;) < 0}, Jo = {i;2'(a;) < 0} and p¥, and pY, are sum of fundamental
coweights corresponding to J; and Jo respectively. Consider w = zty. Then yo(x) = wo,
y~'u € LP(w) and

dopa (v u, o(2u)) = dopa (o (2 )wi', o' (z'u')) = Lr(O") = LR (O).
Therefore, w satisfies the condition. Theorem [7.1]is fully proved.

7.6. Final comments. This concludes the theoretical discussion of the difference d,,(b) —
dim X,,(b). It is noteworthy that, even though the dimension of affine Deligne-Lusztig vari-
eties can be fully determined by the combinatorial algorithm presented in section we had
to employ tools from quantum cohomology and algebraic geometry to prove Theorem This
situation is typical in research on affine Deligne-Lusztig varieties and illustrates why the field
encompasses more than just analyzing a single algorithm on affine Weyl groups.

8. CONCLUSION

We used machine learning to study a central unsolved problem in pure mathematics, namely
the geometry of affine Deligne-Lusztig varieties. In this section, we want to discuss the po-
tential of this new research method and share some practical insights on the interdisciplinary
collaboration.

Our project required an interdisciplinary research group, consisting of experts in machine
learning and specialized researchers of the mathematical problem at hand. This joint exper-
tise allowed us to find machine learning models by using subject—specific knowledge, as well
as interpret their behavior from the perspective of a subject matter expert. After exchanging
explanations on the machine learning models used and the mathematical problem to be stud-
ied, we established a common understanding of the material. We could even delve into highly
technical questions about modeling specific discrete functions, such as the dimension of affine
Deligne-Lusztig varieties, using neural networks.

While the research method employed in this project can not lead to new mathematical proofs,
it still offers new insights, raises intriguing questions, and leads to conjectures. Starting with a
naive view of the mathematical problem, we were able to rediscover some of the most crucial
tools and invariants developed by the mathematical community with substantial amount of time
and effort. This demonstrates that this pipeline has the potential to accelerate research.

Additionally, we identified new avenues of research that could be explored using established
mathematical methods. By analyzing the linear model developed in §4, we formulated a new
conjecture that has since been proven in §6.

‘We would like to emphasize some important requirements that contributed to our success, as
a recommendation to other mathematical researchers (even from very different fields) who might
benefit from this new research method:

e Selection of Problems: Choose problems that are easy to generate data for but difficult
to find patterns in. In our case, the mathematical problem we studied was computable for
a large number of examples. While the general goal of “better understanding the geometry
of affine Deligne-Lusztig varieties” is too vague, we were able to define specific numerical
invariants, such as non-emptiness, dimension, and the number of irreducible components.
With a substantial amount of computed data points ranging from thousands to millions,
machine learning becomes a powerful tool to study the patterns.

e Machine Learning Model Selection: The choice of the machine learning model is crucial.
While large neural networks may offer higher accuracy, they can reduce interpretability and
make identifying patterns challenging. Complex function forms can also introduce noise in
sensitivity analysis. Hence, it is important to strike a balance between model complexity and
interpretability. Furthermore, the choice of loss functions and training algorithms may also
play a vital role.

e Leveraging Prior Knowledge: Prior knowledge plays a significant role in the success of
this approach. It aids in selecting appropriate features and models and helps researchers
explain and evaluate the results. Understanding the problem itself is crucial for distinguishing
meaningful patterns from noise, especially when facing counterintuitive results.
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e Moderate Technical Requirements: The technical requirements are relatively low, and
researchers do not need an overly complex machine learning setup. In our experiments, we
found that even with millions of data points, these small networks could acquire well-trained
models in just a few minutes when utilizing a single GPU. Training times on conventional
laptops were generally less than an hour. However, the generation of data can be time-
consuming. Despite not having an effective parallel implementation, generating millions of
data points on a single CPU may still take several days.

e Flexibility in Concerned Function: One of the advantages of machine learning models
is their ability to handle functions that are not smooth, continuous, or even discrete. In our
case, the problem did not satisfy some common assumptions in machine learning, such as
input feature independence. While this introduced occasional challenges, we could often find
a way to alleviate it, squeezing out useful information about the machine learning model and
the underlying mathematical problem in the process.

e Effective Communication between Groups: Interdisciplinary communication, particu-
larly between groups steeped in pure mathematics and machine learning domains, is of para-
mount importance. In our research, we found that in-depth discussions on data generation,
regularization and fidelity terms significantly enhanced our comprehension of the numerical
outcomes.

While individual experiments can be executed swiftly, the subsequent analysis and interpre-
tation of results often demand substantial time. The process inherently necessitates periodic
revisions and discussions, leading to a cyclical pattern of repeated experimentation. Remark-
ably, the analysis and interpretation phase tends to consume the lion’s share of time in this
iterative process.

Enhancing the mutual understanding between these expert groups could significantly ex-
pedite this process. A deeper appreciation of each other’s domains can foster clearer commu-
nication, leading to more efficient analysis and potentially quicker identification of necessary
experimental modifications. This cross-disciplinary understanding, therefore, serves as a cat-
alyst for accelerating the overall research process. Conversely, the interdisciplinary research
process itself improves the mutual understanding naturally over time.
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