Abstract

We consider the continuous-time ARMA(1,1) Gaussian channel and derive its feedback capacity in closed form. More specifically, the channel is given by $y(t) = x(t) + z(t)$, where the channel input $\{x(t)\}$ satisfies average power constraint $P$ and the noise $\{z(t)\}$ is a first-order autoregressive moving average (ARMA(1,1)) Gaussian process satisfying

$$z'(t) + \kappa z(t) = (\kappa + \lambda)w(t) + w'(t),$$

where $\kappa > 0$, $\lambda \in \mathbb{R}$ and $\{w(t)\}$ is a white Gaussian process with unit double-sided spectral density.

We show that the feedback capacity of this channel is equal to the unique positive root of the equation

$$P(x + \kappa)^2 = 2x(x + |\kappa + \lambda|)^2$$

when $-2\kappa < \lambda < 0$ and is equal to $P/2$ otherwise. Among many others, this result shows that, as opposed to a discrete-time additive Gaussian channel, feedback may not increase the capacity of a continuous-time additive Gaussian channel even if the noise process is colored. The formula enables us to conduct a thorough analysis of the effect of feedback on the capacity for such a channel. We characterize when the feedback capacity equals or doubles the non-feedback capacity; moreover, we disprove continuous-time analogues of the half-bit bound and Cover’s $2P$ conjecture for discrete-time additive Gaussian channels.

1 Introduction

We start with the following point-to-point continuous-time additive white Gaussian noise (AWGN) channel [1]

$$y(t) = x(t) + w(t), \quad -\infty < t < +\infty,$$  

(1)

where the channel noise $\{w(t)\}$ is a white Gaussian process with unit double-sided spectral density, $\{x(t)\}$ is the channel input and $\{y(t)\}$ is the channel output. Since $\{w(t)\}$ can be regarded as the derivative $\{B(t)\}$ of the standard Brownian motion
$\{B(t)\}$ in the generalized sense [2, 3], or equivalently, $\{B(t)\}$ is the “integral” of $\{w(t)\}$, the AWGN channel as in (1) can be alternatively characterized by

$$Y(t) = \int_0^t X(u)du + B(t), \ t \geq 0,$$

(2)

where $X = \{X(t)\}$ is the channel input and $Y = \{Y(t)\}$ is the channel output. Unlike white Gaussian noise, which is a generalized stochastic process in the sense of Schwartz’s distribution [4], Brownian motion is an ordinary stochastic process that has been extensively studied in stochastic calculus. Evidently, the two formulations as in (1) and (2) allow us to examine an AWGN channel from different perspectives; in particular, the use of Brownian motion equips us with a wide range of established tools and techniques in stochastic calculus (see, e.g., [5–8] and references therein).

This paper is concerned with the following point-to-point continuous-time additive colored Gaussian noise (ACGN) channel

$$y(t) = x(t) + z(t), \ -\infty < t < +\infty,$$

(3)

where the channel noise $z = \{z(t)\}$ is a (possibly colored and generalized) stationary Gaussian process. Evidently, AWGN channels are a degenerated case of ACGN channels. Similarly as above, the ACGN channel as in (3) can be alternatively characterized by

$$Y(t) = \int_0^t X(u)du + Z(t), \ t \geq 0,$$

(4)

where $\{Z(t)\}$ is the “integral” of $\{z(t)\}$. Following [5], the treatment of ACGN channels in this work is mainly based on the formulation in (4).

For any $M \in \mathbb{N}$ and $T > 0$, an $(M, T)$ code for the ACGN channel (4) with average power constraint $P$ consists of the following:

(a) A message index $W$ independent of $\{Z(t); t \in [0, T]\}$ and uniformly distributed over $\{1, 2, ..., M\}$.

(b) For the non-feedback case, an encoding function $g_u : \{1, 2, ..., M\} \rightarrow \mathbb{R}, \ u \in [0, T]$, yielding codewords $X(u) = g_u(W)$; for the feedback case, an encoding function $g_u : \{1, 2, ..., M\} \times C[0, u] \rightarrow \mathbb{R}, \ u \in [0, T]$, yielding codewords $X(u) = g_u(W, Y_0^{u-})$. For both cases, the classical average power constraint is satisfied:

$$\frac{1}{T} \int_0^T \mathbb{E}[|X(u)|^2]du \leq P.$$

(c) A decoding functional $\hat{g} : C[0, T] \rightarrow \{1, 2, ..., M\}$.

Here we remark that for the feedback case, it follows from the pathwise continuity of $\{Y(t)\}$ that $X(t) = g_u(W, Y_0^T)$, and therefore the channel output $\{Y(t)\}$ is in fact the unique solution to the following stochastic functional differential equation:

$$dY(t) = g_u(W, Y_0^T)dt + dZ(t).$$

(5)

The error probability $\pi^{(T)}$ for the $(M, T)$ code as above is defined as

$$\pi^{(T)} = P(\hat{g}(Y_0^T) \neq W).$$

A rate $R$ is achievable if there exists a sequence of $(\{e^TR\}, T)$ codes with $\lim_{T \rightarrow \infty} \pi^{(T)} = 0$. The channel capacity is defined as the supremum of all achievable rates, denoted by $C_{nfb}(P)$ for the non-feedback case and $C_{fb}(P)$ for the feedback case.
The literature on continuous-time ACGN channels is vast, and so below we only survey those results that are most relevant to this work. It has been shown by Huang and Johnson [9, 10] that $C_{nfb}(P)$ can be achieved by a Gaussian input. For a special family of ACGN channels, Hitsuda [11] has applied a canonical representation method to derive a fundamental formula for the channel mutual information (see Lemma 3.2); based on this result, Ihara [12] showed that $C_{fb}(P)$ can be achieved by a Gaussian input with an additive feedback term. Similarly as in the discrete-time case, the property that feedback can at most double the capacity of a continuous-time ACGN channel, i.e., $C_{fb}(P) \leq 2C_{nfb}(P)$, is established by examining a discrete-time approximation of $\{Z(t)\}$ (see [13–15]). Employing a Hilbert space approach [16, 17], Baker [18, 19] has derived a theoretical formula for $C_{nfb}(P)$, which however is somewhat difficult to evaluate. When it comes to effective computation of $C_{nfb}(P)$ or $C_{fb}(P)$, to the best of our knowledge, there are only a few results featuring an “explicit” and “computable” formula, detailed below. Here, we remark that Baker, Ihara and Hitsuda have studied the capacity of some families of ACGN channels, yet under different types of power constraints (see [11, 18–20]).

1. For the ACGN channel formulated as in (3), when $z$ is a stationary Gaussian process with a rational and smooth spectrum, $C_{nfb}(P)$ can be determined by the water-filling method (see, e.g., [17, 20–22]). More specifically,

$$C_{nfb}(P) = \frac{1}{2} \int_{-\infty}^{\infty} \log \left[ \max \left( \frac{A}{S_z(x)}, 1 \right) \right] dx,$$

where $S_z(x)$ is the spectral density function of the noise process $z$ and the water level $A$ is a constant determined by

$$P = \int_{[S_z(x) \leq A]} (A - S_z(x))dx.$$

2. For the AWGN channel as in (1) or (2), it is a classical result that $C_{nfb}(P) = P/2$ and feedback does not increase the channel capacity, that is to say, $C_{fb}(P) = P/2$ (see, e.g., [5, 6, 23]). Moreover, $C_{fb}(P)$ can be achieved by an additive feedback coding scheme that maximizes the channel mutual information and minimizes the filtering error simultaneously [24–26].

In this paper, we will focus our attention on a special family of ACGN channels (3), the continuous-time ARMA(1,1) Gaussian channel, where the noise is a continuous-time ARMA(1,1) Gaussian process, as presented in Figure 1. Specifically, we define the continuous-time ARMA(1,1) Gaussian noise process with parameters $\lambda \in \mathbb{R}$ and $\kappa > 0$ as

$$z(t) = \lambda u(t) + w(t), \quad -\infty < t < \infty,$$

where, as before, $w(t) = \dot{B}(t)$ is a white Gaussian process, and $u(t) = \int_{-\infty}^{t} e^{-\kappa(t-u)} dB(u)$ is a stationary Ornstein-Uhlenbeck (OU) process (see, e.g., [27]). It turns out that $\{z(t)\}$ defined in (6) is strictly stationary and satisfies the stochastic differential equation

$$z'(t) + \kappa z(t) = (\kappa + \lambda)w(t) + w'(t),$$

where the derivative operator is interpreted in the generalized sense (see [27]). The equation (7) is the natural continuous-time analogue of the first order linear difference equation used to define a discrete-time ARMA(1,1) process (see, e.g., [5, 28]).
Continuous-time ARMA processes have been of great interest to physicists and engineers (see, e.g., [29]).

Note that the continuous-time ARMA(1,1) Gaussian channel, as above, can be alternatively characterized by

\[ Y(t) = \int_0^t X(u)du + B(t) + \lambda \int_0^t \int_{-\infty}^s e^{-\kappa(s-u)}dB(u)ds, \quad t \geq 0. \quad (8) \]

Here we remark that discrete-time ARMA Gaussian channels have been extensively studied (see, e.g., [31–39]). However, to the best of our knowledge, there has been little progress on the feedback capacity for continuous-time ACGN channels.

The main contribution in this work is an explicit characterization of the feedback capacity of the continuous-time ARMA(1,1) Gaussian channel as in (8). Before this work, no “explicit” and “computable” formula is known for any nontrivial stationary ACGN channel (3). Throughout the remainder of this paper, the notations \( C_{\text{nf}b}(P) \) and \( C_{\text{fb}}(P) \) will be reserved for the continuous-time ARMA(1,1) Gaussian channel as in (8).

We will first derive a lower bound on \( C_{\text{fb}}(P) \), which turns out to be tight for some cases. To achieve this, we will examine the following ACGN channel

\[ Y(t) = \int_0^t X(u)du + B(t) + \int_0^t \int_0^s h(s, u)dB(u)ds, \quad t \geq 0, \quad (9) \]

where \( h(s, u) \) is a Volterra kernel function on \( L^2([0, T]^2) \) for all \( T \). Here we emphasize that the channel (9) may not correspond to a stationary ACGN channel as in (3). However, it can be shown that \( \{B(t) + \int_0^t \int_0^s h(s, u)dB(u)ds\} \) is equivalent to the Brownian motion \( \{B(t)\} \) [40], which renders the channel (9) more amenable to in-depth mathematical analysis, as evidenced by relevant results in the literature (see, e.g., [11, 12, 41]).

More specifically, let \( \{\Theta(t)\} \) be the message process, and let \( \tilde{I}_{\text{SK}}(\Theta; Y) \) denote the mutual information rate between \( \{\Theta(t)\} \) and \( \{Y(t)\} \) under the so-called continuous-time Schalkwijk-Kailath (SK) coding scheme. We will show (Theorem 4.2) that

\[ \tilde{I}_{\text{SK}}(\Theta; Y) = Pr_p^2, \]

where \( r_p \) is the limit of the unique solution to an ordinary differential equation, and moreover, one of the real roots of a third-order polynomial. It turns out that the
continuous-time ARMA(1,1) Gaussian channel can be regarded as a special case of (9), and therefore \( \hat{I}_{\text{SK}}(\Theta; Y) \) can help provide a lower bound on \( C_{fb}(P) \).

With the aforementioned lower bound, we are ready to derive an explicit expression of \( C_{fb}(P) \). More specifically, by examining discrete-time approximations of the channel (8), we prove (Theorem 5.1) that for the case \(-2\kappa < \lambda < 0\), \( C_{fb}(P) \) is upper bounded by \( \hat{I}_{\text{SK}}(\Theta; Y) \), which means \( C_{fb}(P) = \hat{I}_{\text{SK}}(\Theta; Y) \); for the other cases, we show \( C_{fb}(P) = C_{nf fb}(P) = P/2 \). As a byproduct, this result shows that feedback may not increase the capacity of a continuous-time ACGN channel even if noise process is colored. By contrast, for a discrete-time ACGN channel, feedback does not increase the capacity if and only if the noise spectrum is white (see [34, Corollary 4.3]).

Finally, we will devote our efforts to examining the effect of feedback on the capacity of the continuous-time ARMA(1,1) Gaussian channel. It is well-known that feedback will increase yet can at most double the capacity of a continuous-time ACGN channel. We characterize (Theorem 6.1) when \( C_{fb}(P) = C_{nf fb}(P) \), \( C_{nf fb}(P) < C_{fb}(P) < 2C_{nf fb}(P) \) and \( C_{fb} = 2C_{nf fb}(P) \), respectively. We further disprove the continuous-time analogues of some classical results and conjectures for discrete-time ACGN channels.

The remainder of the paper is organized as follows. In Section 2, we introduce necessary notation and terminologies. We review the coding theorem for the feedback capacity and introduce the continuous-time SK coding scheme in Section 3. Section 4 provides an asymptotic characterization of \( \hat{I}_{\text{SK}}(\Theta; Y) \) for a subclass of ACGN channels, which gives a lower bound on \( C_{fb}(P) \). In Section 5, we derive an explicit formula for \( C_{fb}(P) \). In Section 6, we characterize how feedback affects the capacity for the continuous-time ARMA(1,1) Gaussian channel and further disprove continuous-time analogues of the half-bit bound and Cover’s 2P conjecture for discrete-time ACGN channels.

2 Notation and Terminologies

We use \((\Omega, \mathcal{F}, \mathbb{P})\) to denote the underlying probability space, and \( \mathbb{E} \) to denote the expectation with respect to the probability measure \( \mathbb{P} \). As is typical in the theory of stochastic calculus, we assume the probability space is equipped with a filtration \( \{\mathcal{F}_t : 0 \leq t < \infty\} \), which satisfies the usual conditions [42] and is rich enough to accommodate a standard Brownian motion. Throughout the paper, we will mostly use uppercase letters (e.g., \( X, Y \)) to denote random variables, and their bold lowercase counterparts (e.g., \( \mathbf{x}, \mathbf{y} \)) to denote their counterparts in the point-to-point channels (e.g., (1) and (3)).

Let \( C[0, \infty) \) denote the space of all continuous functions over \([0, \infty)\), and let \( C^1[0, \infty) \) be the space of all functions in \( C[0, \infty) \) that have continuous derivatives on \([0, \infty)\). For \( T > 0 \), let \( C[0, T] \) denote the space of all continuous functions over \([0, T] \). Let \( X, Y \) be random variables defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), which will be used to illustrate most of the notions and facts in this section (the same notations may have different connotations in other sections). Note that in this paper, a random variable can be real-valued with a probability density function, or path-valued (more precisely, \( C[0, \infty) \)- or \( C[0, T] \)-valued).

For any two probability measures \( \mu \) and \( \nu \), we write \( \mu \sim \nu \) to mean they are equivalent, namely, \( \mu \) is absolutely continuous with respect to \( \nu \) and vice versa. For any two path-valued random variables \( X_0^T = \{X(t); 0 \leq t \leq T\} \) and \( Y_0^T = \{Y(t); 0 \leq t \leq T\} \), we use \( \mu_{X_0^T} \) and \( \mu_{Y_0^T} \) to denote the probability distributions on
\[ C[0, T] \text{ induced by } X_0^T \text{ and } Y_0^T, \text{ respectively, and } \mu_{X_0^T} \times \mu_{Y_0^T} \text{ the product distribution of } \mu_{X_0^T} \text{ and } \mu_{Y_0^T}; \text{ moreover, we will use } \mu_{X_0^T,Y_0^T} \text{ to denote their joint probability distribution on } C[0, T] \times C[0, T]. \] We say that \( X_0^T \) is equivalent to \( Y_0^T \) if \( \mu_{X_0^T} \sim \mu_{Y_0^T} \), and moreover, \( \{X(t)\} \) is equivalent to \( \{Y(t)\} \) if \( X_0^T \) is equivalent to \( Y_0^T \) for all \( T \). Besides, we use \( \mathcal{F}_T(Y) \) to denote the \( \sigma \)-field generated by \( Y_0^T \).

By Hitsuda \([40]\), if a Gaussian process \( \{Z(t)\} \) is equivalent to a Brownian motion, then there exists a (possibly different) Brownian motion \( \{B(t)\} \) such that \( Z(t) \) can be uniquely represented by

\[
Z(t) = B(t) + \int_0^t \int_0^s h(s, u) dB(u) ds, \tag{10}
\]

where \( h(s, u) \) is a Volterra kernel function on \( L^2([0, T]^2) \) for all \( T \), i.e., \( h(s, u) = 0 \) if \( s < u \) and \( \int_0^T \int_0^s h(s, u)^2 ds du < \infty \) for all \( T \). Conversely, for a given Brownian motion \( \{B(t)\} \), if \( \{Z(t)\} \) has a representation in the form (10), then \( \{Z(t)\} \) is equivalent to \( \{B(t)\} \). Note that there exists a Volterra kernel function \( l(s, u) \in L^2([0, T]^2) \) for all \( T \), referred to as the resolvent kernel of \( h(s, u) \), such that

\[
-h(s, u) = l(s, u) + \int_s^u h(s, v) l(v, u) dv \tag{11}
= l(s, u) + \int_u^s l(s, v) h(v, u) dv
\]

for all \( s, u \in [0, \infty) \) (see [43, Chapter 2]). Therefore, the Brownian motion \( \{B(t)\} \) can be also uniquely determined in terms of \( \{Z(t)\} \) as

\[
B(t) = Z(t) + \int_0^t \int_0^s l(s, u) dZ(u) ds. \tag{12}
\]

The mutual information \( I(X; Y) \) between two real-valued random variables \( X, Y \) is defined as

\[
I(X; Y) = \mathbb{E} \left[ \log \frac{f_{X,Y}(X,Y)}{f_X(X)f_Y(Y)} \right], \tag{13}
\]

where \( f_X, f_Y \) denote the probability density functions of \( X, Y \), respectively, and \( f_{X,Y} \) their joint probability density function. More generally, for two \( C[0, T] \)-valued random variables \( X_0^T, Y_0^T \), we define

\[
I(X_0^T; Y_0^T) = \left\{ \mathbb{E} \left[ \log \frac{d \mu_{X_0^T,Y_0^T}}{d \mu_{X_0^T} \times \mu_{Y_0^T}} (X_0^T, Y_0^T) \right], \right. \begin{array}{ll}
\text{if } & \frac{d \mu_{X_0^T,Y_0^T}}{d \mu_{X_0^T} \times \mu_{Y_0^T}} \text{ exists,} \\
\text{otherwise,} & \end{array} \tag{14}
\]

where \( \frac{d \mu_{X_0^T,Y_0^T}}{d \mu_{X_0^T} \times \mu_{Y_0^T}} \) denotes the Radon-Nikodym derivative of \( \mu_{X_0^T,Y_0^T} \) with respect to \( \mu_{X_0^T} \times \mu_{Y_0^T} \).

The notion of mutual information can be further extended to generalized random processes, which we will only briefly describe and we refer the reader to \([16]\) for a more comprehensive exposition.

The mutual information between two generalized random processes \( X = \{X(t)\} \) and \( Y = \{Y(t)\} \) is defined as

\[
I(X; Y) = \sup I(\phi_1, \ldots, \phi_m; \psi_1, \ldots, \psi_n), \tag{15}
\]

where \( \phi_1, \ldots, \phi_m; \psi_1, \ldots, \psi_n \) are elements of \( C[0, T] \) and \( \{X(t)\} \) and \( \{Y(t)\} \) are any two generalized random processes.
where the supremum is over all possible \( n, m \in \mathbb{N} \) and all possible test functions \( \phi_1, \phi_2, \ldots, \phi_m \) and \( \psi_1, \psi_2, \ldots, \psi_n \), and we have defined

\[
X(\phi_i) = \int X(t)\phi_i(t)dt, \quad i = 1, 2, \ldots, m,
\]

\[
Y(\psi_j) = \int Y(t)\psi_j(t)dt, \quad j = 1, 2, \ldots, n.
\]

It can be verified that the general definition of mutual information as in (15) includes (13) and (14) as special cases; moreover, when one of \( X \) and \( Y \), say, \( Y \), is a random variable, the general definition boils down to

\[
I(X; Y) = \sup I(X(\phi_1), X(\phi_2), \ldots, X(\phi_m); Y),
\]

where the supremum is over all possible \( m \in \mathbb{N} \) and all possible test functions \( \phi_1, \phi_2, \ldots, \phi_m \).

### 3 Continuous-Time SK Coding

In this section, we shall examine the continuous-time ACGN channel (9). Throughout this section, let \( Z(t) = B(t) + \int_0^t \int_0^s h(s, u)dB(u)ds \).

The celebrated channel coding theorem by Shannon [23] states, roughly speaking, that for a discrete memoryless channel, the capacity can be written as a supremum of the mutual information between the channel input and output. This classical result has been extensively extended and generalized to various channel models. Not surprisingly, under some mild assumptions, similar results hold for the non-feedback and feedback capacity of our channel. We will present a coding theorem for the feedback capacity below, while that for the non-feedback capacity can be found in Section 5.2.

For the purpose of presenting the coding theorem, instead of transmitting a message index \( W \), a random variable taking values from a finite alphabet, we will transmit a message process \( \Theta = \{ \Theta(t) \} \), a real-valued random process. Then, compared to (5), the associated stochastic functional differential equation will take the following form:

\[
dY(t) = g_t(\Theta(t), Y_0)dt + dZ(t),
\]

where we have set \( X(t) = g_t(\Theta(t), Y_0) \). Following [5], we consider the so-called \( T \)-block feedback capacity

\[
C_{fb,T}(P) = \sup_{(\Theta, X)} \frac{1}{T} I(\Theta^T_0; Y^T_0)
\]

where the supremum is taken over all pairs \((\Theta, X)\) satisfying the following constraint

\[
\frac{1}{T} \int_0^T \mathbb{E}[X^2(t)]dt \leq P.
\]  

(16)

Now, we define

\[
\bar{I}(\Theta; Y) = \limsup_{T \to \infty} \frac{1}{T} I(\Theta^T_0; Y^T_0),
\]

provided the limit exists, and further define

\[
C_{fb,\infty}(P) = \sup_{(\Theta, X)} \bar{I}(\Theta; Y),
\]

where
where the supremum is taken for all pairs $(\Theta, X)$ satisfying the constraint
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}[X^2(t)]dt \leq P. \tag{17}
\]

Then, the aforementioned coding theorem for the feedback capacity is stated below.

**Theorem 3.1** ([44, Theorem 1]). Assume that
\[
\lim_{T \to \infty} \frac{1}{T} C_{fb,T}(P) = 0.
\]

If $R < C_{fb,\infty}(P)$ and $C_{fb,\infty}(P)$ is continuous in $P$, then the rate $R$ is achievable. Conversely, if a rate $R$ is achievable, then $R \leq C_{fb,\infty}(P)$.

The following lemma generalizes the classical I-CMMSE relationship in [6, 45].

**Lemma 3.2** ([15, Theorem 1]). Suppose \( \int_0^T \mathbb{E}[X^2(t)]dt < \infty \). Then, we have
\[
I(\Theta_0^T; Y_0^T) = \frac{1}{2} \int_0^T \mathbb{E} \left[ |X_t(t) - \mathbb{E}[X(t)|\mathcal{F}_t(Y)]|^2 \right] dt,
\]
where
\[
X_t(t) = X(t) + \int_0^t l(t,u)X(u)du,
\]
and $l = l(s,u)$ is the resolvent kernel of $h$ in $L^2([0,T]^2)$.

When it comes to the $T$-block feedback capacity of the channel (9), the so-called additive feedback coding scheme can achieve $C_{fb,T}(P)$ (see, e.g., [12, 46]). This coding scheme is formulated as follows. Consider the additive feedback coding scheme $(\Theta, X) = (\{\Theta(t)\}, \{X(t)\})$ with $X(t) = \Theta(t) - \zeta(t)$, where $\zeta = \{\zeta(t)\}$ represents the feedback term, causally dependent on the output $Y = \{Y(t)\}$, and is appropriately chosen such that the stochastic functional differential equation
\[
Y(t) = \int_0^t (\Theta(s) - \zeta(s))ds + Z(t) \tag{18}
\]
admits a unique solution. Obviously, if the feedback term $\zeta$ vanishes and so there is no feedback, (18) becomes
\[
Y^*(t) = \int_0^t \Theta(s)ds + Z(t).
\]

For such additive feedback coding schemes, we have the following lemma, which slightly extends [5, Theorem 6.2.3].

**Lemma 3.3.** Suppose that
\[
\int_0^T \mathbb{E}[\Theta^2(t)]dt < \infty, \quad \int_0^T \mathbb{E}[\zeta^2(t)]dt < \infty.
\]

Then, for any $t \in [0,T]$, we have
\[
I(\Theta_0^t; Y_0^t) = I(\Theta_0^t; Y_0^{\ast,t}). \tag{19}
\]
Note that (19) means that for the channel (9) under the additive feedback coding scheme, additive feedback will not provide the receiver with any new information. However, feedback can be used as a means to save transmission energy, since, for a fixed message $\Theta$, we can lower $E[|\Theta(t) - \zeta(t)|^2]$ by appropriately choosing $\zeta$. This observation suggests an effective way to design a coding scheme to maximize $I(\Theta^0; Y^0_T)$ under the constraint (16). Indeed, the following result has been essentially proved by Ihara, for which a relatively more direct proof is provided in Appendix A.

**Theorem 3.4 ([12, Theorem 3] Reformulated).** For the continuous-time ACGN channel (9) under the constraint (16), $C_{fb,T}(P)$ can be achieved by a Gaussian pair $(\Theta, X)$ of the following form

$$X(t) = \Theta(t) - \zeta(t), \quad t \in [0, T],$$

where

$$Y^*(t) = \int_0^t \Theta(s)ds + Z(t).$$

Moreover, $\mathcal{F}_t(Y^*) = \mathcal{F}_t(Y)$, and so the pair $(\Theta, X)$ characterizes an additive feedback coding scheme of the form (18) where $\zeta(t) = E[\Theta(t)|\mathcal{F}_t(Y)]$.

The essence of the above theorem is that we can restrict our attention to the coding schemes of the form as in (20). Following the spirits of the classical Schalkwijk-Kailath (SK) coding scheme, we formulate in our notation the continuous-time version of the celebrated SK coding scheme $(\Theta, X)$ in the form of

$$X(t) = \Theta(t) - \zeta(t) = A(t)\Theta_0 - A(t)E[\Theta_0|\mathcal{F}_t(Y^*)]$$

satisfying

$$E[X^2(t)] = P \quad \text{for any } t \geq 0,$$

where $\Theta_0$ is a standard Gaussian random variable and $A(t)$ is some deterministic function.

In general, the above continuous-time SK coding scheme can be invalid in the sense that $A(t)$ may not exist. However, in Sections 4 and 5, we will show that the continuous-time SK coding scheme is valid for some special families of ACGN channels (9) and further is optimal for the continuous-time ARMA(1, 1) Gaussian channel in some cases.

## 4 Mutual Information Rate

In this section, we narrow our attention to the special family of ACGN channels (9) in which the resolvent kernel $l(t, s)$ of $h(t, s)$ can be written as

$$l(t, s) = \frac{l_u(s)}{l_d(t)}, \quad \text{for } t \geq s,$$

where $l_u(t) \in C[0, +\infty)$ and $l_d(t) \in C^1[0, +\infty)$.

We first prove a lemma whose proof has been deferred to Appendix B, which characterizes the asymptotics of the solution $g$ to the following ordinary differential equation (ODE):

$$\begin{cases}
g'(t) = -P g^3(t) + \frac{P}{\sqrt{2}} g^2(t) + p(t) g(t) + \frac{1}{\sqrt{2}} q(t), \\
g(0) = \frac{1}{\sqrt{2}},
\end{cases}$$

(23)
where \( p(t), q(t) \in C[0, \infty) \) and \( \lim_{t \to \infty} p(t) \) and \( \lim_{t \to \infty} q(t) \) exist, denoted by \( p \) and \( q \), respectively.

**Lemma 4.1.** For any \( P \), the ODE (23) admits a unique solution \( g(t) \in C^1[0, \infty) \). Moreover, \( \lim_{t \to \infty} g(t) \) exists, which is one of the real roots of the following cubic equation:

\[
-Py^3 + \frac{\sqrt{2}}{3}y^2 + py + \frac{q}{\sqrt{2}} = 0.
\]

Equipped with Lemma 4.1, we can prove the following theorem.

**Theorem 4.2.** Assume the resolvent kernel \( l(t, s) \) of \( h(t, s) \) in (9) can be written in the form (22) with

\[
\lim_{t \to \infty} \frac{l_u(t)}{l_d(t)} = \alpha, \quad \lim_{t \to \infty} \frac{l'_d(t)}{l_d(t)} = \beta,
\]

where \( \alpha, \beta \in \mathbb{R} \). Then, we have

\[
I_{SK}(\Theta; Y) = Pr_P^2,
\]

where \( r_P = \lim_{t \to \infty} g(t) \) and \( g \) is the solution of the ODE (23) with \( p(t) = -l'_d(t)/l_d(t) \) and \( q(t) = (l_u(t) + l'_d(t))/l_d(t) \). Moreover, \( r_P \) is one of the real roots of the following cubic equation

\[
-Py^3 + \frac{\sqrt{2}}{3}y^2 - \beta y + \frac{\beta + \alpha}{\sqrt{2}} = 0.
\]

**Proof.** Let \( A(t) \) be a function defined by

\[
A(t) = \sqrt{P}e^{\int_0^t Pg^2(s)ds}, \quad t \geq 0,
\]

where the function \( g(t) \) is defined to be a solution of the following Abel equation of the first kind:

\[
\begin{cases}
g'(t) = -Pg^3(t) + \frac{P}{\sqrt{2}}g^2(t) - \frac{l'_d(t)}{l_d(t)}g(t) + \frac{1}{\sqrt{2}}\frac{l'_d(t) + l_u(t)}{l_d(t)}, \\
g(0) = \frac{1}{\sqrt{2}}.
\end{cases}
\]

It then follows from (24) and Lemma 4.1 that \( \lim_{t \to \infty} g(t) \) exists, and the limit, denoted by \( r_P \), is one of the real roots of the cubic equation (26).

Next, we shall prove that the continuous-time SK coding scheme defined by (27) and (21) is valid, that is, for any \( t \geq 0 \),

\[
A(t)^2\mathbb{E}[|\Theta_0 - \mathbb{E}[\Theta_0|\mathcal{F}_t(Y^*)]|^2] = P.
\]

Indeed, since \( g \) satisfies (28), it holds that for any \( t \geq 0 \),

\[
\sqrt{2}g'(t) + \sqrt{2}pg^3(t) + \frac{\sqrt{2}l'_d(t)}{l_d(t)}g(t) = Pg^2(t) + \frac{l'_d(t) + l_u(t)}{l_d(t)}.
\]

Multiplying both sides of (30) by \( l_d(t)A(t) \), we obtain

\[
\left(\sqrt{2}g'(t) + \sqrt{2}pg^3(t) + \frac{\sqrt{2}l'_d(t)}{l_d(t)}g(t)\right)l_d(t)A(t)
= \sqrt{2}P \left(g'(t)l_d(t) + l'_d(t)g(t) + Pg^2(t)l_d(t)\right) e^{\int_0^t Pg^2(s)ds}
= \sqrt{2} \frac{d}{dt} (g(t)l_d(t)A(t))
\]
and
\[
\left(Pg^2(t) + \frac{l_u(t) + l_d(t)}{l_d(t)}\right)\dot{d}(t)A(t) = Pg^2(t)\dot{d}(t)A(t) + \frac{l_u(t) + l_d(t)}{l_d(t)}\dot{d}(t)A(t) + \frac{l_u(t) + l_d(t)}{l_d(t)}A(t) \nonumber \\
= \frac{d}{dt} \left(A(t)\dot{d}(t) + \int_0^t l_u(s)A(s)ds\right). 
\]
Therefore, (30) leads to
\[
\sqrt{2}g(t)A(t)\dot{d}(t) = l_d(t)A(t) + \int_0^t l_u(s)A(s)ds, 
\]
which is equivalent to
\[
2A(t)A'(t) = PH^2(t), 
\]
where
\[
H(t) = A(t) + \int_0^t \frac{l_u(s)}{l_d(t)}A(s)ds. 
\]
Therefore, noting the initial condition \(A^2(0) = P\), we have
\[
A^2(t) = P(1 + \int_0^t H^2(s)ds). \tag{33}
\]
By [47, Theorem 12.2], we can readily establish
\[
\mathbb{E}[|\Theta_0 - \mathbb{E}[\Theta_0|\mathcal{F}_t(Y^*)]|^2] = \left(1 + \int_0^t H^2(s)ds\right)^{-1}, \tag{34}
\]
which, together with (33), immediately implies (29), as desired.

Now we are ready to prove (25). From Lemma 3.2 and (34), it follows that for a fixed \(T\),
\[
I(\Theta_0^T; Y_0^T) = \frac{1}{2} \int_0^T \frac{H^2(t)}{1 + \int_0^t H^2(s)ds} dt. 
\]
Thus, we have
\[
\mathbb{I}_{SK}(\Theta; Y) = \lim_{T \to \infty} \frac{1}{T} I(\Theta_0^T; Y_0^T) = \lim_{T \to \infty} \frac{1}{2T} \int_0^T \frac{H^2(t)}{1 + \int_0^t H^2(s)ds} dt \nonumber \\
\overset{(a)}{=} \lim_{T \to \infty} \frac{1}{T} \int_0^T \frac{A'(t)}{A(t)} dt \nonumber \\
\overset{(a)}{=} \lim_{T \to \infty} \frac{A'(T)}{A(T)} = P \lim_{T \to \infty} g^2(T) \nonumber \\
\overset{(b)}{=} Pr^2, 
\]
where (a) follows from (32) and (33), (b) follows from Lemma 4.1. Thus, (25) is established and then the proof is complete.

**Remark 4.3.** It turns out that from the proof of Theorem 4.2, \(r_P\) is uniquely determined by \(l(t, s)\), rather than the choice of \(l_u(s)\) and \(l_d(t)\).
To illustrate possible applications of the above theorem, we give the following two examples.

**Example 4.4.** When \( l(t,s) \equiv 0 \), the channel (9) boils down to the AWGN channel (2). Apparently, one can choose \( l_u \equiv 0 \) and \( l_d \equiv 1 \), yielding \( I_{SK}(\Theta;Y) = P/2 \), which is widely known as the capacity of (2).

**Example 4.5.** When \( l(t,s) \equiv 1 \), it turns out that the channel (9) boils down to
\[
Y(t) = \int_0^t X(s)ds + B(t) - \int_0^t \int_0^s e^{\alpha - s}dB(u)ds.
\]

Apparently, it can be verified that \( l_u \equiv l_d \equiv c \), where \( c \) is a non-zero constant. Thus, we have \( \alpha = 1, \beta = 0 \), yielding that \( I_{SK}(\Theta;Y) \) is the unique positive root of the cubic equation \( P(x + 1)^2 = 2x^3 \). This recovers Proposition 1 in [15].

To conclude this section, although Theorem 4.2 provides a lower bound on feedback capacity of a subclass of ACGN channels, this lower bound is somewhat implicit. In Section 5, we give a more explicit expression by narrowing our attention to the continuous-time ARMA(1,1) Gaussian channel.

## 5 Feedback Capacity

In this section, we focus on the following continuous-time ARMA(1,1) Gaussian channel
\[
Y(t) = \int_0^t X(s)ds + Z(t),
\]
where
\[
Z(t) = B(t) + \lambda \int_0^t \int_0^s e^{-\kappa(s-u)}dB(u)ds,
\]
\( \lambda \in \mathbb{R}, \kappa > 0 \).

The following theorem is our main result in which we derive an explicit formula for \( C_{fb}(P) \).

**Theorem 5.1.** \( C_{fb}(P) \) is determined in the following two cases:

1. If \( \lambda \leq -2\kappa \) or \( \lambda \geq 0 \), then \( C_{fb}(P) = P/2 \);
2. If \( -2\kappa < \lambda < 0 \), then \( C_{fb}(P) \) is the unique positive root of the following third-order polynomial equation:
\[
P(x + \kappa)^2 = 2x(x + |\kappa + \lambda|)^2.
\]

Before the proof, we introduce two auxiliary random processes \( Z_1 = \{Z_1(t); t \in [0,T]\} \), \( Z_* = \{Z_*(t); t \in [0,T]\} \), which are defined as
\[
Z_1(t) = \int_0^t e^{-\kappa(t-s)}dB(s), \quad Z_*(t) = B(t) + \lambda \int_0^t \int_0^s e^{-\kappa(s-u)}dB(u)ds,
\]
respectively. Note that \( Z_1 \) solves the stochastic differential equation
\[
dX(t) = -\kappa X(t)dt + dB(t), \quad X(0) = 0.
\]
Thus, we obtain
\[
Z_1(t) = B(t) - \kappa \int_0^t Z_1(s)ds.
\]
Moreover, it holds that
\[
Z_*(t) = \left(1 + \frac{\lambda}{\kappa}\right)B(t) - \frac{\lambda}{\kappa}Z_1(t).
\]
5.1 Proof of the Converse Part

In this subsection, we prove the converse part of Theorem 5.1, using some existing results on the feedback capacity of discrete-time ARMA(1,1) Gaussian channels (see detailed definitions in [48]) under average power constraint $P$. For such channels, Yang et al. [49, Theorem 7] derived a relatively explicit formula for feedback capacity under the assumption that stationary inputs can achieve feedback capacity, which has been confirmed by Kim in the proof of [34, Theorem 3.1]. Thus, feedback capacity for discrete-time ARMA(1,1) Gaussian channels is known, as reformulated below.

**Theorem 5.2 ([49], [34]1).** Suppose the noise process $\{Z_i\}$ is an ARMA(1,1) Gaussian process satisfying

$$Z_i + \phi Z_{i-1} = U_i + \theta U_{i-1}, \quad i \in \mathbb{Z}, \quad |\phi| < 1$$

where $\{U_i\}$ is a white Gaussian process with zero mean and unit variance. Then, under the average power constraint

$$\lim_{n \to \infty} \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} |X_i|^2 \right] \leq P,$$

the feedback capacity of additive Gaussian channel $Y_i = X_i + Z_i, i = 1, 2, ...$ is given by

$$C_{FB} = -\frac{1}{2} \log x_0^2,$$

where $x_0$ is the unique positive root of the fourth-order polynomial equation:

$$P x^2 = \begin{cases} 
(1 - x^2)(1 + \text{sgn}(\phi - \theta)\theta x)^2, & \text{if } |\theta| \leq 1 \\
(1 - x^2)(\theta + \text{sgn}(\phi - 1/\theta)x)^2, & \text{if } |\theta| > 1.
\end{cases}$$

(40)

Remark 5.3. Yang et al. and Kim only gave the result for $|\theta| < 1$; the case $|\theta| > 1$ can be readily proved by converting it into the case $|\theta| < 1$; the case $|\theta| = 1$ can be easily established via a perturbation argument.

Now, we can derive an upper bound on the $T$-block feedback capacity $C_{fb,T}(P)$ in the following lemma.

**Lemma 5.4.** The $T$-block feedback capacity $C_{fb,T}(P)$ of the continuous-time ARMA(1,1) Gaussian channel (35) is upper bounded as

$$C_{fb,T}(P) \leq \begin{cases} 
P/2, & \text{if } \lambda \leq -2\kappa \text{ or } \lambda \geq 0; \\
x_0(P; \lambda, \kappa), & \text{if } -2\kappa < \lambda < 0,
\end{cases}$$

(41)

where $x_0(P; \lambda, \kappa)$ is the unique positive root of the polynomial equation (36).

1Theorem 5.2 has been stated and proved in [34, Theorem 5.3]. However, a recent paper [50] pointed out that there is a gap in the proof of a key result [34, Corollary 4.4], and as a consequence, the proof of Theorem 5.3 in [34] is invalid.
Proof. By Theorem 3.4, we can prove (41) by considering any Gaussian pair \((\Theta, X)\) of the form (20) in which \(\Theta = \{\Theta(t); t \in [0, T]\}\) is assumed to be Gaussian such that \(\int_0^T \mathbb{E}[\Theta^2(t, t)]dt < \infty\), and \(X\) satisfies the constraint (16) and takes the following form

\[ X(t) = \Theta(t) - \mathbb{E}[\Theta(t)|\mathcal{F}_t(Y^*)], \]

where

\[ Y^*(t) = \int_0^t \Theta(s)ds + Z(t), \quad t \in [0, T]. \] (42)

Moreover, it is known [12] that there exists a Volterra kernel \(K(t, s)\) on \(L^2([0, T]^2)\) such that \(\mathbb{E}[\Theta(t)|\mathcal{F}(Y^*)] = \int_0^T K(t, s) dY^*(s)\). The remainder of the proof is divided into three steps. In Steps 1 & 2, we assume that the following condition:

\[(C.0)\] The Volterra kernel \(K(t, s)\) is continuous on the set \(\{(t, s) \in [0, T]^2; t \geq s\}\)

is satisfied.

**Step 1.** In this step, we shall introduce a sequence of discrete-time ARMA(1,1) Gaussian channels constructed from the continuous-time ARMA(1,1) Gaussian channel (35) by using a discrete-time approximation method.

For any \(n \in \mathbb{N}\), we consider a partition \(\{t^{(n)}_k; k = 0, 1, \ldots, n\}\) of \([0, T]\] satisfying \(t^{(n)}_{k+1} - t^{(n)}_k = \delta_n\) for all \(k\), where \(\delta_n = T/n\). Define \(\{B^{(n)}_k; k = 0, 1, \ldots, n-1\}\), \(\{Z^{(n)}_k; k = 0, 1, \ldots, n-1\}\) as

\[ B^{(n)}_k = B(t^{(n)}_{k+1}) - B(t^{(n)}_k), \]

\[ Z^{(n)}_k = B^{(n)}_k + \lambda d^{(n)}_k \left( \zeta_0 + \sum_{i=0}^{k-1} e^{\kappa t^{(n)}_{i+1}} B^{(n)}_i \right), \] (43)

respectively, where \(d^{(n)}_k \triangleq \int_{t^{(n)}_k}^{t^{(n)}_{k+1}} e^{-\kappa s}ds\) and \(\zeta_0 = \int_{-\infty}^{0} e^{\kappa s}dB(s)\). Then, it can be verified that \(\{Z^{(n)}_k/\sqrt{\delta_n}; k = 0, 1, \ldots, n-1\}\) is an ARMA(1,1) Gaussian process satisfying

\[ \frac{Z^{(n)}_{k+1}}{\sqrt{\delta_n}} = e^{-\kappa \delta_n} \frac{Z^{(n)}_k}{\sqrt{\delta_n}} + \frac{B^{(n)}_{k+1}}{\sqrt{\delta_n}} + \left( \frac{\lambda}{\kappa} - \left( \frac{\lambda}{\kappa} + 1 \right) e^{-\kappa \delta_n} \right) \frac{B^{(n)}_k}{\sqrt{\delta_n}}, \quad \text{for } k = 0, 1, \ldots, n-1, \]

which, however, is not stationary. It turns out that we can modify (43) to guarantee stationarity. Specifically, we define \(\tilde{Z}^{(n)}_k; k = 0, 1, \ldots, n-1\) as

\[ \tilde{Z}^{(n)}_k \triangleq B^{(n)}_k + \lambda d^{(n)}_k \left( m(\delta_n) \zeta_0 + \sum_{i=0}^{k-1} e^{\kappa t^{(n)}_{i+1}} B^{(n)}_i \right), \] (44)

where \(m(x) \triangleq \sqrt{2\kappa x/(1 - e^{-2\kappa x})}\). It is straightforward to verify that \(\{\tilde{Z}^{(n)}_k/\sqrt{\delta_n}; k = 0, \ldots, n-1\}\) is a stationary ARMA(1,1) process of the following form

\[ \frac{\tilde{Z}^{(n)}_{k+1}}{\sqrt{\delta_n}} = e^{-\kappa \delta_n} \frac{\tilde{Z}^{(n)}_k}{\sqrt{\delta_n}} + \frac{B^{(n)}_{k+1}}{\sqrt{\delta_n}} + \left( \frac{\lambda}{\kappa} - \left( \frac{\lambda}{\kappa} + 1 \right) e^{-\kappa \delta_n} \right) \frac{B^{(n)}_k}{\sqrt{\delta_n}}. \] (45)

Furthermore, we define \(\{Y'^{(n)}_k\}\) and \(\{Y^{(n)}_k\}\) as

\[ Y'^{(n)}_k = \Theta^{(n)}_k + \tilde{Z}^{(n)}_k, \]

\[ Y^{(n)}_k = \Theta^{(n)}_k - s^{(n)}_k + \tilde{Z}^{(n)}_k, \] (46) (47)
where \( \{\Theta_k^{(n)}\} \) and \( \{\zeta_k^{(n)}\} \) are defined by
\[
\Theta_k^{(n)} = \int_{t_k^{(n)}}^{t_{k+1}^{(n)}} \Theta(s)ds, \quad \zeta_k^{(n)} = \delta_n \sum_{i=0}^{k-1} K(t_k^{(n)}, t_i^{(n)})Y_i^{\ast,(n)},
\]
respectively. Note that (47) and (46) correspond to \( n \)-block discrete-time ARMA(1,1) Gaussian channels with feedback and without feedback, respectively.

**Step 2.** This step will be devoted to approximating \( P/2 \) and \( x_0(P; \lambda, \kappa) \) by feedback capacities of the sequence of ARMA(1,1) Gaussian channels (47).

To this end, we have the following chain of inequalities:
\[
\frac{1}{T} I(\Theta_0^T; Y_0^T) \leq \frac{1}{T} I(\Theta_0^T; Y_0^{\ast,T}) \leq \lim_{n \to \infty} \frac{1}{T} I(\{\Theta_k^{(n)}\}; \{Y_k^{\ast,(n)}\}) \leq \lim_{n \to \infty} \frac{1}{T} I(\{\Theta_k^{(n)}\}; \{Y_k^{(n)}\}) \leq \lim_{n \to \infty} \frac{1}{\delta_n} C_{FB,n}(P\delta_n + \frac{e(\delta_n)}{n}) \leq \lim_{n \to \infty} \frac{1}{\delta_n} C_{FB}(P\delta_n + \frac{e(\delta_n)}{n}) \leq \left\{ \begin{array}{ll}
\frac{P}{2} & \text{if } \lambda \leq -2\kappa \text{ or } \lambda \geq 0 \\
x_0(P; \lambda, \kappa) & \text{if } -2\kappa < \lambda < 0,
\end{array} \right.
\]
where \( e(\delta_n) \) is some function (to be specified later) dependent on \( \{\Theta(t)\} \) with the property \( \lim_{n \to \infty} e(\delta_n) = 0 \), where \( C_{FB,n}(P) \) denotes the \( n \)-block feedback capacity [48] of the channel (47) under the constraint that the average power of the channel input is bounded by \( P \) (see [34]) and \( C_{FB}(P) \) denotes feedback capacity. Now, with (a)-(f) validated (proofs can be founded in Appendix C), (41) immediately follows from (48) and Theorem 3.4.

**Step 3.** We will prove in this step that the continuity assumption (C.0) can be dropped. Indeed, there exists a sequence of Volterra kernels \( \{K(m); m = 1, 2, \ldots\} \) satisfying (C.0) and
\[
\lim_{m \to \infty} \|K(m) - K\|_2 = 0.
\]

Set
\[
P_m \triangleq \int_0^T E \left[ \left| \Theta(t) - \int_0^t K(m)(t, s)dY^\ast(s) \right|^2 \right] dt.
\]

Then, we have
\[
\lim_{m \to \infty} P_m = \int_0^T E[|\Theta(t) - \hat{\Theta}(t)|^2] dt \leq PT,
\]
where we have used the fact
\[
\lim_{m \to \infty} \int_0^T E \left[ \left| \int_0^t K(m)(t, s)dY^\ast(s) - \int_0^t K(t, s)dY^\ast(s) \right|^2 \right] dt = 0.
\]
Note that (c)-(f) in Step 2 hold true for any continuous Volterra kernel function \( K \). Thus, replacing \( K \) in (48) by \( K^{(m)} \) in the derivation of (c)-(f), we obtain
\[
\frac{1}{T} I(\Theta_0^T; Y_0^{\ast,T}) \leq \left\{ \begin{array}{ll}
\frac{P_m}{2} & \text{if } \lambda \leq -2\kappa \text{ or } \lambda \geq 0 \\
x_0(P_m; \lambda, \kappa) & \text{if } -2\kappa < \lambda < 0,
\end{array} \right.
\]
which, together with (49), establishes the same inequality (48).

The following corollary is an immediate consequence of Lemma 5.4.

**Corollary 5.5.** It holds that

\[
C_{fb,\infty}(P) \leq \begin{cases} 
\frac{P}{2}, & \text{if } \lambda \leq -2\kappa \text{ or } \lambda \geq 0; \\
x_0(P; \lambda, \kappa), & \text{if } -2\kappa < \lambda < 0,
\end{cases}
\]  

(50)

*Proof.* For any input \((\Theta, X)\) satisfying (17), there exists a function \(e_P(T)\) with 

\[
\lim_{T \to \infty} e_P(T) = 0
\]

such that

\[
\frac{1}{T} \int_0^T \mathbb{E}[X^2(t)]dt \leq P + e_P(T)
\]

for all \(T\). By the definition of \(C_{fb,T}(P)\), we obtain

\[
T(\Theta; Y) \leq \lim_{T \to \infty} C_{fb,T}(P + e_P(T)).
\]

Thus, (50) immediately follows from (41) and the continuity of \(P/2\) and \(x_0(P; \lambda, \kappa)\) in \(P\).

*Proof of the Converse Part.* The converse part immediately follows from Theorem 3.1, Lemma 5.4 and Corollary 5.5.

---

**5.2 Proof of the Achievability Part**

We first use Theorem 4.2 to prove Case (2) in Theorem 5.1, as detailed below.

*Case (2).* Note that \(Z\) can be regarded as the solution of the following stochastic differential equation:

\[
dZ(t) = \lambda(Z(t) + \zeta_0 e^{-\kappa t})dt + dB(t), \quad Z(0) = 0.
\]

Set \(\eta(t) = \lambda(Z(t) + \zeta_0 e^{-\kappa t})\). Then, the covariance function of \(\{\eta(t)\}\) can be computed as

\[
\gamma_\eta(s, t) = \frac{\lambda^2}{2\kappa} e^{-\kappa|s-t|},
\]

which is continuous at \(s = t\). By [51, Theorem 7.15], it holds that \(\mu_{Z^T_0} \sim \mu_{P^T_0}\) for all \(T\). It then follows from (10)-(12) that there exists a standard Brownian motion \(\{V(t)\}\) on \((\Omega, \{\mathcal{F}_t\}(Z)), \mathbb{P})\) such that

\[
V(t) = Z(t) + \int_0^t \int_0^s l_z(s, u)dZ(u)ds,
\]

(51)

where the Volterra kernel function \(l_z(s, u) \in L^2([0, T]^2)\) for all \(T\).

We now evaluate the resolvent kernel \(l_z(s, u)\) and prove that \(l_z\) fulfills all the conditions in Theorem 4.2. It follows from (37) and (38) that

\[
Z_s(t) = \int_0^t F_s(t, u)dB(u),
\]

(52)
where \( F_\star(t,u) \) is a Volterra kernel function satisfying \( F_\star(t,u) = 1 + \int_u^t f_\star(s,u)\,ds \) for any \( t \geq u \) and the Volterra kernel function \( f_\star(s,u) = \lambda e^{\kappa(s-u)} \) for any \( s \geq u \). Since the resolvent kernel \( g_\star(s,u) \) of \( f_\star(s,u) \) is computed as \( g_\star(s,u) = -\lambda e^{(\kappa+\lambda)(u-s)} \) for all \( s \geq u \), then, by (10)-(12), we obtain

\[
B(t) = \int_0^t G_\star(t,u)\,dZ_\star(u),
\]

where \( G_\star(t,u) \) is the Volterra kernel function satisfying \( G_\star(t,u) = 1 + \int_u^t g_\star(s,u)\,ds \) for any \( t \geq u \). Therefore, by (52), we have

\[
Z(t) = Z_\star(t) + \lambda \int_0^t e^{-\kappa s}\,ds \zeta_0 = \int_0^t F_\star(t,u)\,d\Phi(u),
\]

where

\[
\Phi(t) = \int_0^t \lambda \zeta_0 e^{-(\kappa+\lambda)s}\,ds + B(t). \tag{53}
\]

Then, since \( g_\star(s,u) \) is the resolvent kernel of \( f_\star(s,u) \), it holds that

\[
\Phi(t) = \int_0^t G_\star(t,u)\,dZ(u). \tag{54}
\]

By [52, Lemma 6.2.6], the innovation process \( \{V(t)\} \) defined by

\[
V(t) = \Phi(t) - \lambda \int_0^t e^{-\kappa s}\,ds \mathbb{E}\{\zeta_0 | \mathcal{F}_s(\Phi)\} \tag{55}
\]

is a standard Brownian motion. The one-dimensional Kalman-Bucy filter [52, Theorem 6.2.8] is applied to estimate \( \zeta_0 \) from the observation equations (53) to yield the following estimate of \( \zeta_0 \):

\[
\mathbb{E}\{\zeta_0 | \mathcal{F}_t(\Phi)\} = \frac{\int_0^t \lambda e^{-(\kappa+\lambda)s}d\Phi(s)}{2\kappa + \int_0^t \lambda^2 e^{-2(\kappa+\lambda)s}ds}. \tag{56}
\]

Substituting (54) and (56) into (55) and going through a series of elementary calculations, we obtain (51), where \( l_\star(s,u) \) is calculated by

\[
l_\star(s,u) = \begin{cases} 
\frac{\lambda(2\kappa + \lambda)^2 e^{(\kappa+\lambda)s} + \lambda^2 (2\kappa + \lambda) e^{-(\kappa+\lambda)s}}{\lambda^2 e^{-(\kappa+\lambda)s} - (\kappa + 2\kappa)^2 e^{(\kappa+\lambda)s}} , & \text{if } \lambda + \kappa \neq 0; \\
\frac{\kappa(\kappa u + 1)}{\kappa s + 2} , & \text{if } \lambda + \kappa = 0.
\end{cases}
\]

It is easy to see that \( l_\star \) satisfies all the conditions in Theorem 4.2. Then, the corresponding \( \alpha_z, \beta_z \) are given by

\[
\alpha_z = \begin{cases} 
\kappa , & \text{if } \kappa + \lambda = 0; \\
\lambda + 2\kappa , & \text{if } \kappa + \lambda < 0; \\
-\lambda , & \text{if } \kappa + \lambda > 0.
\end{cases}
\]
\[ \beta_z = \begin{cases} 0, & \text{if } \kappa + \lambda = 0; \\ - (\lambda + \kappa), & \text{if } \kappa + \lambda < 0; \\ \lambda + \kappa, & \text{if } \kappa + \lambda > 0, \end{cases} \]

respectively. By Theorem 4.2, we have \( I_{SK}(\Theta; Y) = Pr^2_z \), where \( r_z \) is one of the real roots of the following cubic equation:

\[ -Py^3 + \frac{P}{\sqrt{2}}y^2 - |\lambda + \kappa|y + \frac{1}{\sqrt{2}}\kappa = 0. \] (57)

It is not difficult to see that the equation (57) has the unique positive root for all \(-2\kappa \leq \lambda \leq 0\). Then, substituting \( y = \sqrt{x/P} \) into (57), we are able to prove that \( I_{SK}(\Theta; Y) \) is the unique positive root of the third-order polynomial (36), which implies

\[ C_{fb,\infty}(P) \geq x_0(P; \lambda, \kappa). \] (58)

as desired.

**Remark 5.6.** Here we rewrite \( C_{fb}(P) \) as \( C_{fb}(P; \lambda, \kappa) \) to emphasize its dependence on \( \lambda, \kappa \). It follows from (58) that \( C_{fb}(P; \lambda, \kappa) > C_{fb}(P; 0, \kappa) = P/2 \) if \(-2\kappa < \lambda < 0 \) and \( \kappa > 0 \), where \( C_{fb}(P; 0, \kappa) \) is feedback capacity of an AWGN channel (2). In other words, for a continuous-time ARMA(1,1) Gaussian channel, “coloring” may increase capacity.

It can be verified that the condition that \( \lambda > 0 \) or \( \lambda < -2\kappa \) in Case (1) may invalidate the uniqueness of the real root of the cubic equation (57). As a result, it is challenging to determine \( I_{SK}(\Theta; Y) \) explicitly, despite the fact that it must be one of the real roots of the polynomial equation (57). Nevertheless, all real roots of this polynomial equation must be in \((0, 1/\sqrt{2})\). As a result, \( I_{SK}(\Theta; Y) < P/2 \), which suggests that the continuous-time SK coding scheme fails to achieve the capacity \( P/2 \) in Case (1).

Next, to prove the achievability of Case (1), let us turn our attention to the continuous-time ARMA(1,1) Gaussian channel (8) reformulated as

\[ y(t) = x(t) + z(t), \quad -\infty < t < +\infty, \] (59)

where

\[ z(t) = w(t) + \lambda u(t), \]

and we have defined that \( w(t) = \hat{B}(t), u(t) = \int_{-\infty}^t e^{-\kappa(t-u)}dB(u) \). Here we remark that, in the most rigorous terms, the channel (59) should be interpreted as

\[ y(\phi) = x(\phi) + z(\phi), \quad \phi \in \mathcal{D}, \]

where \( \mathcal{D} \) is the space of test functions. Now, for any \( T \), let \( \mathcal{D}_T = \{ \phi \in \mathcal{D} : \text{supp}(\phi) \subset [0, T] \} \), and define

\[ I(x_0^T; y_0^T) = \sup I(x(\phi_1), \ldots, x(\phi_m); y(\varphi_1), \ldots, y(\varphi_n)), \]
where the supremum is taken over all positive integers \(m, n\) and all test functions \(\phi^m_1, \varphi^n_1 \in D_T\). Then, we consider the so-called \(T\)-block non-feedback capacity 
\[
C_{nfb,T}(P) = \sup \frac{1}{T} I(x^T_0; y^T_0),
\]
where the supremum is taken over all \(\{x(t)\}\) independent of \(\{z(t)\}\) and satisfying the average power constraint 
\[
\frac{1}{T} \int_0^T \mathbb{E}[x^2(t)] dt \leq P.
\]
Furthermore, we define 
\[
\mathcal{T}(x; y) = \limsup_{T \to \infty} \frac{1}{T} I(x^T_0; y^T_0),
\]
provided the limit exists, and define 
\[
C_{nfb,\infty}(P) = \sup \mathcal{T}(x; y),
\]
where the supremum is taken over all \(\{x(t)\}\) independent of \(\{z(t)\}\) and satisfying 
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}[x^2(t)] dt \leq P.
\]
Then, we present the aforementioned coding theorem for \(C_{nfb}(P)\) below.

**Theorem 5.7** ([44, Theorem 1]). Assume that 
\[
\lim_{T \to \infty} \frac{1}{T} C_{nfb,T}(P) = 0.
\]
If \(R < C_{nfb,\infty}(P)\) and \(C_{nfb,\infty}(P)\) is continuous in \(P\), then the rate \(R\) is achievable. Conversely, if a rate \(R\) is achievable, then \(R \leq C_{nfb,\infty}(P)\).

Then, the proof of achievability of Case (1) will use the following proposition, which gives the explicit formula for \(C_{nfb}(P)\).

**Proposition 5.8.** It holds that 
\[
C_{nfb}(P) = \frac{P}{2},
\]
for all \(\lambda \geq 0\) or \(\lambda \leq -2\kappa, \kappa > 0\).

The proof of Proposition 5.8 relies on the following result, whose proof is very similar to that of [15, Lemma 4] and thus omitted.

**Lemma 5.9.** \(\{z(t)\}\) is a generalized stationary Gaussian process with spectral density function 
\[
S_z(x) = \frac{4\pi^2 x^2 + (\kappa + \lambda)^2}{4\pi^2 x^2 + \kappa^2}, \quad x \in \mathbb{R},
\]
where \(\lambda \in \mathbb{R}, \kappa > 0\).

**Proof of Proposition 5.8.** We see from Lemma 5.9 that \(S_z(x)\) is rational. Thus, applying the formula for non-feedback capacity of the continuous-time stationary ACGN channel (see Theorem 5 in [20]) to the channel (59), we have 
\[
C_{nfb,\infty}(P) = \frac{P}{2},
\]
which, together with Theorem 5.7, immediately implies (61), as desired. \(\square\)

Now we can prove the achievability of Case (1).

**Case (1).** The achievability part follows immediately from \(C_{nfb}(P) \leq C_{fb}(P)\) together with Proposition 5.8. \(\square\)
6 Effect of Feedback

For a discrete-time ACGN channel, Cover and Pombra [48] have proved that feedback does not increase capacity “much”; more precisely, feedback can increase capacity by at most half a bit, which is often referred to as the half-bit bound in the literature. It has been established in the same paper that feedback can at most double capacity, which was attributed to Pinsker [53] and Ebert [46] and often referred to as the factor-of-two bound in the literature. In the discrete-time setting, there are many extensions and improvements to the half-bit and factor-of-two bounds (see, e.g., [54]).

By comparison, for the continuous-time ACGN channel (9), Ihara showed in [55] that the factor-of-two bound also holds and further pointed out that it is tight by investigating a special case of ACGN channels as in Example 4.5. This section will examine the effect of feedback on the capacity of the continuous-time ARMA(1, 1) Gaussian channel.

Via a nuanced analysis, we characterize the factor-of-two bound for the continuous-time ARMA(1, 1) Gaussian channel (8); in particular, our result reveals when the feedback capacity equals or doubles the non-feedback capacity for a continuous-time ARMA(1, 1) Gaussian channel.

Theorem 6.1. For the continuous-time ARMA(1, 1) Gaussian channel (8), it holds that:

1. if \( \lambda \leq -2\kappa \) or \( \lambda \geq 0 \), then \( C_{\text{nfb}}(P) = C_{\text{fb}}(P) \);
2. if \(-2\kappa < \lambda < 0\), then

\[
C_{\text{nfb}}(P) < C_{\text{fb}}(P) \leq 2C_{\text{nfb}}(P),
\]

where the equality holds if and only if \( \lambda = -\kappa \) and \( P = \kappa/2 \).

Proof. Throughout this proof, for clarity of presentation, we will rewrite \( C_{\text{nfb}}(P) \) and \( C_{\text{fb}}(P) \) as \( C_{\text{nfb}}(P; \lambda, \kappa) \) and \( C_{\text{fb}}(P; \lambda, \kappa) \), respectively.

Obviously, (1) immediately follows from Theorem 5.1 and Corollary 5.8. Thus, it remains to prove (2).

For any \(-2\kappa < \lambda < 0\) and \( \kappa > 0 \), noting that \( S_2(x; \lambda, \kappa) = S_2(x; -2\kappa - \lambda, \kappa) \), we deduce from [20, Theorem 5] that for any \( P \),

\[
C_{\text{nfb}}(P; \lambda, \kappa) = C_{\text{nfb}}(P; -2\kappa - \lambda, \kappa).
\]

Furthermore, by Theorem 5.1, we also have

\[
C_{\text{fb}}(P; \lambda, \kappa) = C_{\text{fb}}(P; -2\kappa - \lambda, \kappa).
\]

Hence, it suffices to prove (2) under the condition \(-\kappa \leq \lambda < 0\) and \( \kappa > 0 \).

To this end, we consider the following two cases:

Case 1: \( \lambda = -\kappa \), \( \kappa > 0 \). We first show that \( C_{\text{fb}}(\kappa/2; -\kappa, \kappa) = 2C_{\text{nfb}}(\kappa/2; -\kappa, \kappa) \).

Note that, by [20, Theorem 5] and Theorem 5.7, we have

\[
C_{\text{nfb}}(P; -\kappa, \kappa) = \begin{cases} 
    y_P, & \text{if } P \leq \frac{k}{2}; \\
    P + \frac{\kappa}{4}, & \text{if } P \geq \frac{k}{2}.
\end{cases}
\]
where \( y_P \) is uniquely determined by
\[
\sin \left( \frac{2\pi}{\kappa} y_P \right) = \frac{2\pi}{\kappa} (y_P - P). \tag{63}
\]

Recalling from Theorem 5.1 that \( C_{fb}(P; -\kappa, \kappa) \) is the unique positive root of the following cubic equation
\[
P(x + \kappa)^2 = 2x^3, \tag{64}
\]
we deduce from (62) that
\[
C_{fb}(\kappa/2; -\kappa, \kappa) = 2C_{nfb}(\kappa/2; -\kappa, \kappa) = \kappa, \tag{65}
\]
as desired.

In the following, we only prove \( C_{nfb}(P; -\kappa, \kappa) < C_{fb}(P; -\kappa, \kappa) \) for all \( P \), since \( C_{fb}(P; -\kappa, \kappa) < 2C_{nfb}(P; -\kappa, \kappa) \) for \( P \neq \kappa/2 \) can be similarly handled.

Now, letting
\[
\Gamma(x; \kappa) = \begin{cases} 
\sin \left( \frac{2\pi}{\kappa} x \right) - \frac{2\pi}{\kappa} \left[ x - \frac{2x^3}{(x + \kappa)^2} \right], & 0 < x < \frac{\kappa}{2}; \\
2 \left( \frac{x}{2} + \frac{\kappa}{4} \right)^3 - x \left( \frac{x}{2} + \frac{5\kappa}{4} \right)^2, & x \geq \frac{\kappa}{2},
\end{cases} \tag{66}
\]
we claim that for any \( x > 0 \)
\[
\Gamma(x; \kappa) < 0. \tag{67}
\]
To see this, first note that it follows from (66) that for any \( x > \kappa/2 \)
\[
\frac{d\Gamma(x; \kappa)}{dx} = -\frac{\kappa(14x + 11\kappa)}{8} < 0
\]
which, combined with the fact that \( \Gamma(\kappa/2; \kappa) = -7\kappa^3/8 < 0 \), immediately implies that \( \Gamma(x; \kappa) < 0 \) for all \( x \geq \kappa/2 \). Furthermore, it can be readily verified that \( d\Gamma(x; 1)/dx < 0 \) for all \( 0 < x < 1/2 \). This, together with the facts that \( \Gamma(0; 1) = 0 \) and \( \Gamma(x/\kappa; 1) = \Gamma(x; \kappa) \) for all \( 0 < x < \kappa/2 \), immediately implies that \( \Gamma(x; \kappa) < 0 \) for all \( 0 < x < \kappa/2 \), as desired.

Next, we shall prove that (67) implies that \( C_{nfb}(P; -\kappa, \kappa) < C_{fb}(P; -\kappa, \kappa) \) for all \( P \). Clearly, it follows from (62) and (64) that for any \( P \geq \kappa/2 \),
\[
\Gamma(P; \kappa) < 0 \iff C_{nfb}(P; -\kappa, \kappa) < C_{fb}(P; -\kappa, \kappa).
\]
Moreover, we claim that for any \( 0 < y_P, P_y < \kappa/2 \)
\[
\Gamma(y_P; \kappa) = 0 \iff C_{nfb}(P_y; -\kappa, \kappa) = C_{fb}(P_y; -\kappa, \kappa); \\
\Gamma(y_P; \kappa) < 0 \iff C_{nfb}(P_y; -\kappa, \kappa) < C_{fb}(P_y; -\kappa, \kappa), \tag{68}
\]
where \( y_P, P_y \) are uniquely determined from each other by
\[
\sin \left( \frac{2\pi}{\kappa} y_P \right) = \frac{2\pi}{\kappa} (y_P - P_y).
\]
To see this, first note that when \( \Gamma(y_P; \kappa) < 0 \) for some \( 0 < y_P < \kappa/2 \), by the definition of \( \Gamma(y_P; \kappa) \), \( P_y \) must satisfy
\[
P_y > \frac{2y_P^3}{(y_P + \kappa)^2},
\]
which, together with (62)-(64), immediately implies that $C_{nfb}(P_y; -\kappa, \kappa) < C_{fb}(P_y; -\kappa, \kappa)$. Conversely, assuming that $C_{nfb}(P_y; -\kappa, \kappa) < C_{fb}(P_y; -\kappa, \kappa)$ for some $0 < P_y < \kappa/2$, we have

$$\Gamma(y_P; \kappa) = \sin \left( \frac{2\pi}{\kappa} y_P \right) - \frac{2\pi}{\kappa} \left[ y_P - \frac{2y_P^3}{(y_P + \kappa)^2} \right]$$

$$= \frac{2\pi}{\kappa} \left[ \frac{2y_P^3}{(y_P + \kappa)^2} - P_y \right]$$

$$< 0,$$

where the second equality follows from the fact that $y_P = C_{nfb}(P_y; -\kappa, \kappa) < C_{fb}(P_y; -\kappa, \kappa)$, as desired.

Therefore, we have shown that $C_{nfb}(P) < C_{fb}(P)$ for all $P$ if and only if $\Gamma(x; \kappa) < 0$ for all $x > 0$. This, together with (67), immediately completes the proof in this case.

**Case 2:** Now, we turn to the case $-\kappa < \lambda < 0$ and $\kappa > 0$. Let

$$P_{\text{max}} = \frac{-\lambda(\lambda + 2\kappa)}{2\kappa}.$$

Then, by [20, Theorem 5] and Theorem 5.7, we have

$$C_{nfb}(P; \lambda, \kappa) = \begin{cases} \frac{k}{\pi} \arctan \left( \frac{x_P}{\kappa} \right) - \frac{\kappa + \lambda}{\pi} \arctan \left( \frac{x_P}{\kappa + \lambda} \right), & \text{if } P < P_{\text{max}}; \\ -\frac{\lambda}{2} + \frac{1}{2}(P - P_{\text{max}}), & \text{if } P \geq P_{\text{max}}; \end{cases} \quad (69)$$

where $x_P$ is uniquely determined by

$$\lambda(2\kappa + \lambda) \frac{x_P}{\pi} \frac{x_P^2 + \kappa^2}{\pi \kappa} \arctan \left( \frac{x_P}{\kappa} \right) = P.$$

(70)

On the other hand, recall from Theorem 5.1 that $C_{fb}(P; \lambda, \kappa)$ is the positive root of the following cubic equation

$$P(x + \kappa)^2 = 2x(x + \kappa + \lambda)^2.$$

Similarly as in Case 1, we only prove that for all $P$,

$$C_{nfb}(P; \lambda, \kappa) < C_{fb}(P; \lambda, \kappa),$$

since the inequality $C_{fb}(P; \lambda, \kappa) < 2C_{nfb}(P; \lambda, \kappa)$ can be proved in a parallel manner.

To this end, we define two functions $\Lambda_1(P; \lambda, \kappa)$ over $[P_{\text{max}}, \infty)$ and $\Lambda_2(x; \lambda, \kappa)$ over $(0, \infty)$ as

$$\Lambda_1(P; \lambda, \kappa) = 2C_{nfb}(P)(C_{nfb}(P) + \kappa + \lambda)^2 - P(C_{nfb}(P) + \kappa)^2;$$

$$\Lambda_2(x; \lambda, \kappa) = \frac{\lambda(2\kappa + \lambda)}{\pi} \frac{x}{x^2 + \kappa^2} - \frac{\lambda(2\kappa + \lambda)}{\pi \kappa} \arctan \left( \frac{x}{\kappa} \right) - \frac{2A(A + \kappa + \lambda)^2}{(A + \kappa)^2},$$

where

$$A = \frac{\kappa}{\pi} \arctan \left( \frac{x}{\kappa} \right) - \frac{\kappa + \lambda}{\pi} \arctan \left( \frac{x}{\kappa + \lambda} \right).$$
Now, using a largely parallel argument as in the proof of (68), we conclude that for any $P \geq P_{\text{max}}$

$$\Lambda_1(P; \lambda, \kappa) < 0 \iff C_{nfb}(P; \lambda, \kappa) < C_{fb}(P; \lambda, \kappa),$$

and moreover, for any $P_x < P_{\text{max}},$

$$\Lambda_2(x P; \lambda, \kappa) > 0 \iff C_{nfb}(P_x; \lambda, \kappa) < C_{fb}(P_x; \lambda, \kappa),$$

where $x P$ and $P_x$ are uniquely determined from each other via

$$\frac{\lambda(2 \kappa + \lambda)}{\pi} x P - \frac{\lambda(2 \kappa + \lambda)}{\pi \kappa} \arctan \left( \frac{x P}{\kappa} \right) = P_x.$$

Thus, it suffices to show that

$$\Lambda_1(P; \lambda, \kappa) < 0 \quad \text{for all } P \geq P_{\text{max}} \quad (71)$$

and

$$\Lambda_2(x; \lambda, \kappa) > 0 \quad \text{for all } x > 0. \quad (72)$$

To prove (71) and (72), first note that it can be easily verified that for any $P \geq P_{\text{max}}$

$$\frac{d\Lambda_1(P; \lambda, \kappa)}{dP} = \left(2\lambda + \frac{\lambda^2}{4\kappa} \right) P + 2\lambda \kappa + \frac{3}{2} \lambda^2 + \frac{1}{\kappa} \lambda^3 + \frac{1}{8\kappa^2} \lambda^4 < 0,$$

and moreover,

$$\Lambda_1(P_{\text{max}}; \lambda, \kappa) = -\frac{\lambda^2(12\kappa^2 + 4\lambda \kappa - \lambda^2)}{8\kappa} < 0,$$

which, immediately implies (71). On the other hand, it can be verified that for any $x > 0, \lambda \in (-1, 0)$

$$\frac{d\Lambda_2(x; \lambda, 1)}{dx} > 0,$$

which, together with the fact that $\Lambda_2(0; \lambda, 1) = 0$, immediately implies that $\Lambda_2(x; \lambda, 1) > 0$ for all $\lambda \in (-1, 0), x > 0$. Moreover, the definition of $\Lambda_2(x; \lambda, \kappa)$ implies that for any $\kappa > 0, \lambda \in (-1, 0), x > 0,$

$$\kappa \Lambda_2(x/\kappa; \lambda/\kappa, 1) = \Lambda_2(x; \lambda, \kappa),$$

which further leads to (72), as desired.

Combining the above two cases, we conclude that $C_{nfb}(P; \lambda, \kappa) < C_{fb}(P; \lambda, \kappa) \leq 2C_{nfb}(P; \lambda, \kappa)$ and equality holds if and only if $\lambda = -\kappa$ and $P = \kappa/2$, as desired. \(\square\)

Now, consider the discrete-time ACGN channel

$$Y_i = X_i + Z_i, \quad i = 1, 2, \ldots, \quad (73)$$

where $\{Z_i\}$ is a stationary Gaussian process. Denote by $C_{FB}(P)$ (resp., $C_{NFB}(P)$) the feedback (resp., non-feedback) capacity under average power constraint $P$. The following remark shows that the half-bit bound does not hold for continuous-time ACGN channels.
Remark 6.2. The half-bit bound by Cover and Pombra [48] states that for the channel (73),

\[ C_{FB}(P) \leq C_{NFB}(P) + \frac{1}{2} \ln 2. \]

A natural continuous-time version of the half-bit bound reads: for the channel (8),

\[ C_{fb}(P) \leq C_{nfb}(P) + \frac{1}{2} \ln 2, \tag{74} \]

which, however, is not true. To see this, let \( \lambda = -\kappa, \kappa > 0 \). It then follows from (65) that

\[ C_{fb}(\frac{\kappa}{2}) - C_{nfb}(\frac{\kappa}{2}) = \frac{\kappa}{2}, \]

which immediately disprove (74).

The following remark provides a counterexample to the continuous-time version of the Cover’s 2\( P \) conjecture.

Remark 6.3. Cover [56] conjectured that for the channel (73),

\[ C_{FB}(P) \leq C_{NFB}(2P), \]

which is often called Cover’s 2\( P \) conjecture and has been disproved by Kim [57]. A natural continuous-time version of Cover’s 2\( P \) conjecture reads: for the channel (8),

\[ C_{fb}(P) \leq C_{nfb}(2P), \tag{75} \]

which, however, is not true. To see this, let \( \lambda = -\kappa = -1, P = 1 \). Then, it follows from (62) and (64) that

\[ C_{fb}(1) \approx 1.4376 > 1.25 = C_{nfb}(2), \]

which immediately disprove (75).

7 Concluding Remarks

In this paper, we studied the continuous-time ACGN channel in which the noise is a continuous-time ARMA(1,1) Gaussian process and find the feedback capacity of such a channel under average power constraint \( P \) in closed form.

It is noteworthy that the discrete-time approximation approach we used in the proof of the converse part (Lemma 5.4) actually converts the continuous-time ARMA(1,1) Gaussian channel (8) to the sequence of discrete-time ARMA(1,1) channels (46) and (47). Such a result seems to serve as a causality-preserving bridge connecting continuous-time Gaussian feedback channels and their associated discrete-time versions. However, the absence of similar results for general continuous-time ACGN channels in the presence of feedback has long remained a notable gap in the literature (see, e.g., [7, 8]). Our results present a successful endeavor to address this gap and offer novel insights.

Indeed, an immediate future work is to apply the framework and techniques developed in this paper to a broader range of continuous-time Gaussian channels in more general settings, detailed below.
• First, we have shown that continuous-time SK coding scheme achieves the feedback capacity of the continuous-time ARMA(1,1) Gaussian channel for the case of $-2\kappa < \lambda < 0$. This result connects the classical Schalkwijk–Kailath scheme (see, e.g., [58–60]) with the continuous-time one introduced in this paper. Interestingly, when $-2\kappa < \lambda < 0$, the spectral density function of the continuous-time ARMA(1,1) Gaussian noise process is monotonously increasing on $[0, +\infty)$ and bounded above. A natural future work is to investigate the optimality of the continuous-time SK coding scheme for any continuous-time ACGN channel with such a noise spectrum.

• Second, Theorem 6.1 reveals that feedback does not increase the capacity of the continuous-time ARMA(1,1) Gaussian channel even if the noise process is colored. It is worthwhile to investigate whether similar results can be established for more general continuous-time ACGN channels.

• Third, we believe that besides the continuous-time ARMA(1,1) Gaussian channel, our approach promises further applications in more general settings, which, for instance, may include a closed-form feedback capacity formula to continuous-time ACGN channels with a rational noise spectrum. The extensive studies on their discrete-time counterparts documented in the existing literature serve as a valuable foundation for pursuing these investigations.

Appendices

A Proof of Theorem 3.4

It is known that $C_{fb,T}(P)$ can be achieved by transmitting a Gaussian message process $\Theta$ with an additive feedback term $\zeta$ given by (18). Thus, it suffices to consider the additive feedback coding scheme $(\Theta, X)$ with $X(t) = \Theta(t) - \zeta(t)$, where $\{\Theta(t)\}$ is Gaussian and $X$ satisfies (16). Note that $\mathbb{E}[\Theta(t)|\mathcal{F}_t(Y^\ast)]$ can be written as (see, e.g., [12])

$$\mathbb{E}[\Theta(t)|\mathcal{F}_t(Y^\ast)] = \int_0^t f(t,s) dY^\ast(s), \quad (76)$$

where $f(t,s)$ is a Volterra kernel function on $L^2([0,T]^2)$. Let

$$Y(t) = \int_0^t \Theta(s) ds - \int_0^t \mathbb{E}[\Theta(s)|\mathcal{F}_s(Y^\ast)] ds + Z(t). \quad (77)$$

By (76), (77) and (11), the stochastic integral equation

$$Y(t) = U(t) - \int_0^t \int_0^s f(s,u) dU(u) ds$$

has the unique solution $U(t) = Y^\ast(t)$, which implies that $\{Y^\ast(s); s \leq t\}$ and $\{Y(t); s \leq t\}$ are uniquely determined by each other and thus $\mathcal{F}_t(Y^\ast) = \mathcal{F}_t(Y)$ whenever $t \leq T$. Now, let $Y_\zeta(t) = \int_0^t \Theta(s) ds - \int_0^t \zeta(s) ds + Z(t)$. It then follows from Lemma 3.3 that

$$I(\Theta_0^T; Y_0^T) = I(\Theta_0^T; Y_0^\ast,T) = I(\Theta_0^T; Y_\zeta_0^T)$$
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and
\[
\int_0^T \mathbb{E} \left[ |\Theta(t) - \mathbb{E}[\Theta(t)|\mathcal{F}_t]|Y^*\rangle||2 \right] dt \overset{(a)}{=} \int_0^T \mathbb{E} \left[ |\Theta(t) - \mathbb{E}[\Theta(t)|\mathcal{F}_t]|Y^*\rangle||2 \right] dt \leq \int_0^T \mathbb{E} \left[ |\Theta(t) - \zeta(t)||2 \right] dt \leq PT,
\]
where (a) follows from Lemma 3.3 and (b) holds true since \( \zeta(t) \) is \( \mathcal{F}_t(Y^\ast) \)-measurable. The proof is then complete.

**B Proof of Lemma 4.1**

We first prove the existence and uniqueness of the solution \( g(t) \). Let \( P_3(y; t, P) \) denote the polynomial in \( y \): \(-Py^3 + P/\sqrt{2}y^2 + p(t)y + q(t)/\sqrt{2}\). Since \( p(t), q(t) \) are continuous, an application of [61, Theorem (7.6)] gives rise to a unique nonextendible solution \( g(t) \), which is either defined for all \( t \geq 0 \) or blows up at some \( t > 0 \). In fact, the domain of \( g(t) \) extends to the infinity since it cannot blow up in finite interval. Indeed, by way of contradiction, suppose that there exists \( T_0 < \infty \) such that

\[
\lim_{t \to T_0} g(t) = +\infty. \tag{78}
\]

Then, it follows from the continuity of \( p(t), q(t) \) at \( T_0 \) that there exists \( \epsilon > 0 \) such that \( P_3(g(t); t, P) < 0 \) for all \( t \geq T_0 - \epsilon \). However, by (23), it holds that \( g'(t) < 0 \) for \( t \geq T_0 - \epsilon \), which contradicts (78), as desired.

Next, we shall prove the “moreover” part. To achieve this, let

\[
P_3(y; P) \triangleq -Py^3 + \frac{P}{\sqrt{2}}y^2 + py + \frac{q}{\sqrt{2}}.
\]

Since

\[
\lim_{t \to \infty} p(t) = p, \quad \lim_{t \to \infty} q(t) = q, \tag{79}
\]
we have that \( \lim_{t \to \infty} P_3(y; t, P) = P_3(y; P) \). Next, we deal with the following three cases:

(I) The cubic \( P_3(y; P) \) has one real root \( (r_{11}) \) and two non-real complex conjugate roots \( (r_{12} = \bar{r}_{13}) \);

(II) The cubic \( P_3(y; P) \) has three distinct real roots \( (r_{21} < r_{22} < r_{23}) \);

(III) The cubic \( P_3(y; P) \) has a simple root \( (r_{31}) \) and a double root \( (r_{32} = r_{33}) \).

We shall prove that the solution \( g(t) \) converges to some real root \( r_{ij} \) as \( t \to \infty \) for \( i, j \in \{1, 2, 3\} \) case by case. For \( x \in \mathbb{R}, M > 0 \), let \( B(x, M) \triangleq (x - M, x + M) \).

**Case (I).** Let \( \epsilon > 0 \) be a sufficiently small constant. It then follows immediately from the continuity of roots of polynomial (see, e.g., [62, Theorem B]) and (79) that there exists \( T_\epsilon > 0 \) such that for any \( t \geq T_\epsilon, P_3(y; t, P) \) admits the unique real root \( r_{11}(t) \) satisfying

\[
|r_{11}(t) - r_{11}| < \epsilon. \tag{80}
\]

It then remains to show that there exists \( T_\epsilon^* \geq T_\epsilon \) such that

\[
\sup_{t \geq T_\epsilon^*} |g(t) - r_{11}(t)| \leq 2\epsilon. \tag{81}
\]
Indeed, it immediately follows from (80) and (81) that \( \lim_{t \to \infty} g(t) = r_{11} \), as desired.

Note that by (23), we have

\[
g'(t) = 0 \iff g(t) = r_{11}(t) ; \\
g'(t) > 0 \iff g(t) < r_{11}(t) ; \\
g'(t) < 0 \iff g(t) > r_{11}(t) .
\]

Clearly, if \( g(T_\varepsilon) \in \overline{B}(r_{11}, \varepsilon) \), then (81) holds true with \( T^*_\varepsilon = T_\varepsilon \). WLOG, we assume in the following that \( g(T_\varepsilon) > r_{11} + \varepsilon \) since the proof is similar if \( g(T_\varepsilon) < r_{11} - \varepsilon \). We now claim that there exists \( t^* \geq T_\varepsilon \) such that \( g(t^*) \in \overline{B}(r_{11}, \varepsilon) \). To see this, by way of contradiction, we suppose the opposite is true, that is,

\[
g(t) \notin \overline{B}(r_{11}, \varepsilon) \quad \text{for all } t \geq T_\varepsilon .
\]

It then follows from (82) that for any \( t \geq T_\varepsilon \)

\[
g'(t) < 0 \quad \text{and} \quad g(t) > r_{11}(t) ,
\]

which, together with (80), implies that

\[
g(t) \geq \lim_{t \to \infty} g(t) \geq \lim_{t \to \infty} r_{11}(t) = r_{11}.
\]

Hence, both \( \lim_{t \to \infty} g(t) \) and \( \lim_{t \to \infty} g'(t) \) exist, which implies \( \lim_{t \to \infty} g'(t) = 0 \). Then, by (23), we have \( \lim_{t \to \infty} g(t) = r_{11} \), which contradicts (83). Consequently, (81) immediately follows from (82) with \( T^*_\varepsilon = t^* \), as desired.

**Case (II).** The proof of this case is largely similar to that of Case (I), except that \( g(t) \) may converge to the middle root \( r_{22} \) as \( t \to \infty \). Indeed, pick \( \varepsilon > 0 \) such that \( B(r_{21}, \varepsilon) \cap B(r_{2j}, \varepsilon) = \emptyset \) for \( i \neq j \). Then, there exists \( T_\varepsilon > 0 \) so that the polynomial \( P_3(y; t, P) \) admits three real roots \( \{r_{2j}(t), j = 1, 2, 3\} \) satisfying \( r_{2j}(t) \in B(r_{2j}, \varepsilon) \), \( j = 1, 2, 3 \), for all \( t \geq T_\varepsilon \). On the one hand, the same argument in Case (I) yields \( \lim_{t \to \infty} g(t) = r_{21} \) if \( g(T_\varepsilon) \in (-\infty, r_{22} - \varepsilon) \) or \( \lim_{t \to \infty} g(t) = r_{23} \) if \( g(T_\varepsilon) \in (r_{22} + \varepsilon, +\infty) \). On the other hand, if \( g(T_\varepsilon) \in \overline{B}(r_{22}, \varepsilon) \), then there will be only two subcases for \( \{g(t), t \geq T_\varepsilon\} \), i.e., either \( g(t) \notin B(r_{22}, \varepsilon) \) for all \( t \geq T_\varepsilon \) or \( g(t') \notin B(r_{22}, \varepsilon) \) for some \( t' > T_\varepsilon \). The latter subcase can be proved similarly as done before. For the former subcase, we have \( \lim_{t \to \infty} g(t) = r_{22} \), as desired.

**Case (III).** WLOG, we assume that \( r_{31} < r_{32} = r_{33} \). Let \( \varepsilon > 0 \) be given such that \( B(r_{31}, \varepsilon) \cap B(r_{3j}, \varepsilon) = \emptyset \) for \( j = 2, 3 \). As in Case (II), it suffices to consider the subcase \( g(T_\varepsilon) \in \overline{B}(r_{32}, \varepsilon) \). By (82), \( \{g(t), t \geq T_\varepsilon\} \) has two subcases, i.e., either \( g(t) \notin \overline{B}(r_{32}, \varepsilon) \) for all \( t \geq T_\varepsilon \) or \( g(t) \in (r_{31} + \varepsilon, r_{32} - \varepsilon) \) for some \( t = T^*_\varepsilon \geq T_\varepsilon \). The former subcase leads to \( \lim_{t \to \infty} g(t) = r_{32} \) and the latter subcase of \( g(t) \) converges to \( r_{31} \). The proof is then complete.

### C Proofs of \((a) - (f)\)

We shall first give the proofs of \((a), (c)\) and \((e)\) as follows.

**Proof of \((a)\).** The equality \((a)\) follows from Lemma 3.3.

**Proof of \((c)\).** It is easy to show that \( Y^{(n)}_k \) is a linear combination of \( Y^{(n)}_i, i = 0, 1, \ldots, k \), and vice versa, which implies \((e)\).
Proof of (e). From the stationarity of the ARMA(1,1) process (45), it follows that $C_{FB,n}$ is super-additive [34]:

$$mC_{FB,m} + nC_{FB,n} \leq (m+n)C_{FB,m+n} \quad \text{for all } m, n = 1, 2, \ldots.$$ 

As a consequence, $C_{FB,n}(P) \leq C_{FB}(P)$ for all $n \in \mathbb{N}$, which implies (e). \hfill \qed

We are now in a position to give the proofs of (b) and (d).

Proof of (b). Let $\widetilde{\Theta}(t) = \int_0^t \Theta(s)ds$ for $t \in [0, T]$. Define $\widetilde{\Theta}^{(n)}(t) = \{\widetilde{\Theta}^{(n)}(t); 0 \leq t \leq T\}$ and $Y^*(n) = \{Y^*(n)(t); 0 \leq t \leq T\}$ as follows:

$$\widetilde{\Theta}^{(n)}(t) = \int_0^{\Delta_n(t)} \Theta(s)ds, \quad Y^*(n)(t) = \sum_{i=0}^{N_{\Delta_n(t)}-1} Y^*_i(n),$$

where $\Delta_n(t) \triangleq \max\{t_k^{(n)} | t \geq t_k^{(n)}; k \leq n, k \in \mathbb{N}\}$ and $N_{\Delta_n}(t) \triangleq \max\{|k| t \geq t_k^{(n)}; k \leq n, k \in \mathbb{N}\}$. We further define an approximation process $\{\hat{Z}^*_i(n)\}$ of $Z_i$ as

$$\hat{Z}^*_i(n)(t) = e^{-\kappa t} \sum_{i=0}^{k-1} e^{\kappa t_{i+1}} B_i(n), \quad \text{if } t \in [t_k^{(n)}, t_{k+1}^{(n)}).$$

Let $\hat{Z}^*_{i,k} \triangleq \hat{Z}^*_i(n)(t_{k+1}) - \hat{Z}^*_i(n)(t_k^{(n)})$. Then, we have

$$\hat{Z}^*_i(n) = B_i(n) - \nu \sum_{i=0}^{k-1} e^{\kappa t_{i+1}} B_i(n),$$

$$= B_i(n) - \int_{t_k^{(n)}}^{t_{k+1}} \hat{Z}^*_i(n)(s)ds.$$

Hence, $\{\hat{Z}^*_i(n)\}$ defined in (44) can be equivalently written as

$$\hat{Z}^*_i(n) = \left(1 + \frac{\lambda}{\kappa}\right) B_i(n) - \frac{\lambda}{\kappa} \hat{Z}^*_i(n) + \lambda \nu \int_0^{t_k^{(n)}} e^{-\kappa s} ds.$$

It follows from (37) and (39) that $\{Z(t)\}$ can be similarly expressed as

$$Z(t) = Z_0(t) + \lambda \int_0^t e^{-\kappa s} ds,$$

$$= \left(1 + \frac{\lambda}{\kappa}\right) B(t) - \frac{\lambda}{\kappa} Z(t) + \lambda \zeta \int_0^t e^{-\kappa s} ds, \quad t \in [0, T].$$

Therefore, for any $t \in [0, T]$, we have

$$Y^*(n)(t) = \sum_{i=0}^{N_{\Delta_n(t)}-1} \left(\delta_i(n) + \hat{Z}^*_i(n)\right),$$

$$= \int_0^{\Delta_n(t)} \Theta(s)ds + \left(1 + \frac{\lambda}{\kappa}\right) B(\Delta_n(t)) - \frac{\lambda}{\kappa} \hat{Z}^*_i(n)(\Delta_n(t)) + \lambda \zeta \int_0^{\Delta_n(t)} e^{-\kappa s} ds.$$

Hence, we can readily prove that $\{\widetilde{\Theta}^{(n)}, Y^*(n)\}$ converges in distribution to $\{\widetilde{\Theta}, Y^*\}$.

By the lower semi-continuity of mutual information [16, p. 211-212], we obtain

$$I(\Theta^T_0; Y_T^*; X^*_T) \leq \lim_{n \to \infty} I(\Theta^{(n)}_0; Y_{X}^{(n)}; X_{X}^{(n)}; T).$$

This, together with $I(\Theta^T_0; Y_T^*; X^*_T) = I(\Theta^T_0; Y_T^*; X^*_T)$ and $I(\Theta^{(n)}_0; Y_{X}^{(n)}; X_{X}^{(n)}; T) = I(\{\Theta^{(n)}_0\}; \{X^{(n)}_T\})$, implies (b). \hfill \qed
Proof of (d). Recall that we have constructed an $n$-block discrete-time ARMA$(1,1)$ Gaussian channel with feedback

$$\frac{Y_k^{(n)}}{\sqrt{\delta_n}} = \frac{\Theta_k^{(n)} - \zeta_k^{(n)}}{\sqrt{\delta_n}} + \frac{\tilde{Z}_k^{(n)}}{\sqrt{\delta_n}}, \quad k = 0, 1, \ldots, n - 1.$$  

The energy $E(\delta_n)$ and average power $P(\delta_n)$ for such a channel can be computed as

$$E(\delta_n) = \sum_{k=0}^{n-1} \mathbb{E} \left[ \left( \frac{\Theta_k^{(n)} - \zeta_k^{(n)}}{\sqrt{\delta_n}} \right)^2 \right], \quad P(\delta_n) = \frac{1}{n} E(\delta_n).$$

Define a Volterra kernel $K^{(n)}(t, s) \in L^2([0, T]^2)$ by

$$K^{(n)}(t, s) = \begin{cases} K(t_k^{(n)}, t_i^{(n)}), & \text{if } (t, s) \in [t_k^{(n)}, t_{k+1}^{(n)}) \times [t_i^{(n)}, t_{i+1}^{(n)}), l < k; \\ 0, & \text{otherwise} \end{cases}$$

and a random process $\{\zeta^{(n)}(t)\}$ by

$$\zeta^{(n)}(t) = \sum_{i=0}^{N_{\Delta_n^{(t)}} - 1} K(\Delta_n^{(t)}, l^{(n)}_{i}) Y_i^{*}(n)$$

respectively. By the assumption (C.0), we have that $\lim_{n \to \infty} \|K^{(n)} - K\|_2 = 0$, where $\| \cdot \|_2$ denotes the usual norm on $L^2([0, T]^2)$. Thus, it is clear from (42) and (85) that

$$\lim_{n \to \infty} \int_0^T \mathbb{E} \left[ \left( \int_0^t K^{(n)}(t, s)dY^{*}(s) - \int_0^t K(t, s)dY^{*}(s) \right)^2 \right] dt \leq \lim_{n \to \infty} \|K^{(n)} - K\|_2 = 0. \tag{87}$$

Furthermore, set $\Delta Y_i^* = Y_i^* (t_{i+1}^{(n)}) - Y_i^* (t_i^{(n)})$ and $\Delta Z_{1, i} = Z_i (t_{i+1}^{(n)}) - Z_i (t_i^{(n)})$ respectively. It then follows from (84) and (44) that

$$\mathbb{E}[|\hat{Z}_{1, i}^{(n)} - \Delta Z_{1, i}|^2] \leq 2\kappa^2 |d_i^{(n)}|^2 \delta_n \left( e^{\kappa \delta_n} - 1 \right)^2 \left( e^{2\kappa \delta_n} - 1 \right) + \frac{1}{2} \delta_n e^{-2\kappa \delta_n} (e^{2\kappa \delta_n} - 1)^2 \tag{88}$$

and

$$\mathbb{E}[|Y_i^{*}(n) - \Delta Y_i^*|^2] = \frac{\lambda^2}{\kappa^2} \mathbb{E}[|\hat{Z}_{1, i}^{(n)} - \Delta Z_{1, i}|^2] + \frac{\lambda^2}{2\kappa} |d_i^{(n)}|^2 (1 - m(\delta_n))^2 \tag{89}$$

for all $i$. Therefore, we have

$$\lim_{n \to \infty} \int_0^T \mathbb{E}[|\zeta^{(n)}(t) - \int_0^t K^{(n)}(t, s)dY^{*}(s)|^2] dt$$

$$= \lim_{n \to \infty} \int_0^T \mathbb{E} \left[ \left( \int_0^t K^{(n)}(t, s)dY^{*}(s) \right)^2 \right] \left( \int_0^t K^{(n)}(t, s)dY^{*}(s) \right) dt$$

$$\leq \lim_{n \to \infty} \int_0^T \sum_{i=0}^{N_{\Delta_n^{(t)}} - 1} \mathbb{E}[|K^{(n)}(\Delta_n(t), l^{(n)}_{i}) (Y_i^{*}(n) - \Delta Y_i^*)|^2] dt$$

$$\leq \int_0^T \sum_{i=0}^{N_{\Delta_n^{(t)}} - 1} \mathbb{E}[|Y_i^{*}(n) - \Delta Y_i^*|^2] dt \tag{90}$$

$$= 0,$$
where (a) follows from the general Lebesgue dominated convergence theorem, and where in (b) we have used the result derived from the assumption (C.0) that

$$\lim_{n \to \infty} N \Delta_n(t) - 1 \sum_{i=0}^{\infty} |K(n)(\Delta_n(t), t_i^{(n)})| \delta_n = \int_0^t K^2(t, s)ds \text{ for all } t,$$

and another result derived from (88) and (89) that

$$\lim_{n \to \infty} N \Delta_n(t) - 1 \sum_{i=0}^{\infty} 1 \delta_n \mathbb{E}[|Y_i^{*,(n)} - \Delta Y_i^*|^2] = 0.$$

Thus, we conclude that

$$\lim_{n \to \infty} \int_0^T \mathbb{E}[||\zeta(n)(t) - \zeta^{(n)}(t)||^2]dt = \int_0^T \mathbb{E}\left(||\Theta(t) - \int_0^s K(t, s)dY^*(s)||^2\right)dt, \quad (91)$$

which follows from (87), (90) and

$$\int_0^T \mathbb{E}[||\zeta(n)(t) - \int_0^t K(t, s)dY^*(s)||^2]dt \leq \int_0^T 2\mathbb{E}[||\zeta^{(n)}(t) - \int_0^t K^{(n)}(t, s)dY^*(s)||^2]dt + \int_0^T 2\mathbb{E}\left(||\int_0^t K^{(n)}(t, s)dY^*(s) - \int_0^t K(t, s)dY^*(s)||^2\right)dt.$$

Now, by Hölder’s inequality, we have

$$E(\delta_n) \leq \sum_{k=0}^{n-1} \int_{t^{(n)}_k}^{t^{(n)}_{k+1}} \mathbb{E}\left(||\Theta(t) - \sum_{i=0}^{k-1} \int_0^{t^{(n)}_i} K(t^{(n)}_i, t^{(n)}_i)Y_i^{*,(n)}||^2\right)dt$$

$$= \int_0^T \mathbb{E}[||\Theta(t) - \zeta^{(n)}(t)||^2]dt,$$

which, together with (91), implies that there exists an error function $e(\delta_n)$ such that

$$\lim_{n \to \infty} e(\delta_n) = 0$$

and

$$P(\delta_n) \leq P\delta_n + \frac{e(\delta_n)}{n}.$$

Then, (d) immediately follows from the definition of $n$-block capacity.

Note that \{\(\tilde{Z}_{k+1}^{(n)}/\sqrt{\delta_n}, k = 0, 1, ..., n - 1\)\} defined by (44) satisfies

$$\frac{\tilde{Z}_{k+1}^{(n)}}{\sqrt{\delta_n}} + \phi(\delta_n) \frac{\tilde{Z}_k^{(n)}}{\sqrt{\delta_n}} = \frac{P_{k+1}^{(n)}}{\sqrt{\delta_n}} + \theta(\delta_n) \frac{P_k^{(n)}}{\sqrt{\delta_n}},$$

where $\phi(\delta_n) = -e^{-\kappa \delta_n}$ and $\theta(\delta_n) = \lambda/\kappa - (\lambda/\kappa + 1)e^{-\kappa \delta_n}$. We are now in a position to give the proof of (f).
Proof of (f). In the following, we deal with the case \( \lambda / \kappa \geq -1 \) only, since the case \( \lambda / \kappa < -1 \) can be proved in a parallel manner.

First of all, it is clear that

\[
\text{sgn}(\phi(\delta_n) - \theta(\delta_n)) = \text{sgn} \left( \frac{\lambda}{\kappa} (e^{-\kappa \delta_n} - 1) \right) = \begin{cases} 
-1, & \text{if } \lambda > 0; \\
0, & \text{if } \lambda = 0; \\
1, & \text{if } \lambda < 0.
\end{cases}
\]

Next, we complete the proof by considering the following three cases:

Case 1: \( -\kappa \leq \lambda < 0 \). For any arbitrarily small \( \epsilon > 0 \) there exists a sufficiently large \( N \) such that for \( n \geq N \), 
\[
P\delta_n + e(\delta_n)/n \leq (P + \epsilon)\delta_n \triangleq P_{\delta_n}(\epsilon) \quad \text{and} \quad |\theta(\delta_n)| \leq 1.
\]

By Theorem 5.2, we obtain 
\[
C_{FB}(P_{\delta_n}(\epsilon)) = -\log x(\delta_n),
\]
where \( x(\delta_n) \) is the unique positive root of the following polynomial

\[
P_{\delta_n}(\epsilon)x^2 = \frac{(1-x^2)(1+\theta(\delta_n)x)^2}{(1+\phi(\delta_n)x)^2}.
\]  

(92)

By the continuity of roots of polynomial, we infer that \( \lim_{\delta_n \to 0^+} x(\delta_n) = 1 \). Moreover, by elementary calculus, it holds that \( x(\delta_n) \) is differentiable in \( \delta_n \) over \((0,\delta_N)\) and \( \lim_{\delta_n \to 0^+} x'(\delta_n) \) exists. Since

\[
\lim_{n \to \infty} \frac{C_{FB}(P_{\delta_n}(\epsilon))}{\delta_n} = \lim_{n \to \infty} -\frac{-\log x(\delta_n)}{\delta_n}
\]

\[
= \lim_{\delta_n \to 0^+} \frac{x'(\delta_n)}{x(\delta_n)}
\]

\[
= \lim_{\delta_n \to 0^+} -x'(\delta_n),
\]

\[
\lim_{n \to \infty} C_{FB}(P_{\delta_n}(\epsilon))/\delta_n \quad \exists \text{which is denoted by } \beta_{P+\epsilon}.
\]

Then, it holds that

\[
\frac{1}{x(\delta_n)} = \beta_{P+\epsilon} \delta_n + 1 + o(\delta_n)
\]  

(93)

for \( n \) large enough. Now, substituting (93) into (92) and letting \( n \to \infty \), we establish the equation

\[
(P + \epsilon)(\beta_{P+\epsilon} + \kappa)^2 = 2\beta_{P+\epsilon}^2 (\beta_{P+\epsilon} + \kappa + \lambda)^2.
\]

Thus, we have

\[
\lim_{n \to \infty} \frac{1}{\delta_n} C_{FB}(P\delta_n + e(\delta_n)/n) \leq \lim_{n \to \infty} \frac{C_{FB}(P_{\delta_n}(\epsilon))}{\delta_n} = \beta_{P+\epsilon}.
\]

Letting \( \epsilon \to 0 \), we conclude \( \lim_{\epsilon \to 0^+} \beta_{P+\epsilon} = x_0(P; \lambda, \kappa) \). Thus, we complete the proof of (f) in this case.

Case 2: \( \lambda > 0 \). By Theorem 5.2 again, the polynomial equation (92) in Case 1 becomes

\[
P_{\delta_n}(\epsilon)x^2 = \frac{(1-x^2)(1-\theta(\delta_n)x)^2}{(1-\phi(\delta_n)x)^2}.
\]

Similarly, we can also obtain that \( \beta_{P+\epsilon} = (P + \epsilon)/2 \), as desired.

Case 3: \( \lambda = 0 \). In this case, the continuous-time ARMA(1,1) Gaussian channel (35) boils down to the continuous-time AWGN channel (2). Indeed, similarly as above, we can readily show that \( \beta_{P+\epsilon} = (P + \epsilon)/2 \), which is our desired result.  

\[
\square
\]
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