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Abstract. The Helmholtz equation poses significant computational challenges due to its os-
cillatory solutions, particularly for large wavenumbers. Inspired by the Schur complement system
for elliptic problems, this paper presents a novel substructuring approach to mitigate the potential
ill-posedness of local Dirichlet problems for the Helmholtz equation. We propose two types of pre-
conditioners within the framework of nonoverlapping spectral additive Schwarz (NOSAS) methods.
The first type of preconditioner focuses on the real part of the Helmholtz problem, while the second
type addresses both the real and imaginary components, providing a comprehensive strategy to en-
hance scalability and reduce computational cost. Our approach is purely algebraic, which allows for
adaptability to various discretizations and heterogeneous Helmholtz coefficients while maintaining
theoretical convergence for thresholds close to zero. Numerical experiments confirm the effectiveness
of the proposed preconditioners, demonstrating robust convergence rates and scalability, even for
large wavenumbers.
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1. Introduction. The time-dependent wave equation is a fundamental partial
differential equation that arises in numerous scientific and engineering applications,
including acoustics, electromagnetics, and seismic imaging. This paper focuses on
preconditioning the Helmholtz equation, which corresponds to the time-harmonic case
of the wave equation. Let Ω ⊂ R

2,3 be a bounded convex polygonal or polyhedral
domain. We study the Helmholtz equation subject to impedance boundary conditions,
formulated as:

−∆u− k2u = f in Ω,

∂u

∂n
+ iku = g on ∂Ω,

(1.1)

where, without loss of generality, we assume the wavenumber k ≥ k0 > 0. The
variational formulation of the Helmholtz equation is defined as follows: Given f ∈
(H1(Ω))′ and g ∈ H−1/2(Γ), find u ∈ H1(Ω) such that

b(u, v) = l(v) for all v ∈ H1(Ω), (1.2)
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where

b(u, v) :=

∫

Ω

∇u · ∇vdx− k2
∫

Ω

uv dx+ ik

∫

∂Ω

uv ds

l(v) :=

∫

Ω

fv dx+

∫

∂Ω

gv ds.

The existence and uniqueness of the weak solution of (1.2) can be found in [19].
Numerical schemes to solve the Helmholtz equation present significant challenges,

especially when the wavenumber k is large. Two main difficulties arise in the numeri-
cal solution of the Helmholtz equation. First, the solution u exhibits highly oscillatory
behavior, which requires fine meshes to accurately capture the oscillations. The num-
ber of degrees of freedom (DOFs) N needed to resolve the solution typically scales as
N = kd, where d is the spatial dimension. Furthermore, due to the ”pollution effect”
in the standard H1-conforming variational formulation, achieving a numerical error
that is comparable to the best approximation error requires even more stringent mesh-
ing conditions [1]. For example, when using piecewise linear finite element spaces, it is
necessary that k2h be sufficiently small to maintain quasi-optimality, where h denotes
the mesh size. This requirement results in the generation of large linear systems that
are computationally expensive to solve. Second, the resulting discrete systems are
often strongly indefinite, leading to convergence issues for standard iterative solvers.
Indefiniteness arises because the Helmholtz operator is not positive-definite, compli-
cating the development of efficient solvers. Therefore, effective preconditioners are
crucial to efficiently solving these large linear systems.

Over the years, several preconditioners have been proposed to address these chal-
lenges, each with its own set of advantages and limitations. The shifted Laplacian
preconditioner [8, 14] is among the most commonly employed techniques. It involves
solving a modified Helmholtz equation with a complex shift to enhance convergence
properties. However, while this approach can accelerate convergence for small k, it
still suffers from convergence difficulties for large wavenumbers. Sweeping precondi-
tioners, as introduced in [7, 6], can achieve convergence in a few iterations, but their
lack of parallelizability makes them less suitable for high-performance computing en-
vironments.

Domain Decomposition Methods (DDMs) divide a computational domain into
smaller subdomains, allowing the problem to be solved in a parallelized manner.
Traditional DDMs have demonstrated excellent performance and strong theoretical
guarantees for elliptic preconditioners. However, they face significant challenges when
applied to the Helmholtz equation. One of the main issues is that the local Dirichlet
boundary problems can be ill-posed. Introducing a local impedance boundary con-
dition, as suggested by [13], can help alleviate this issue to some extent. However,
achieving good convergence rates requires careful selection of the transmission con-
ditions at the subdomain interfaces [10, 9]; see also [12, 11] for the analysis of such
preconditioners.

For overlapping domain decomposition methods, effective preconditioning gen-
erally requires a substantial overlap between subdomains. However, increasing the
overlap also leads to greater computational costs and memory requirements, which
can hinder scalability and efficiency, particularly in parallel computing environments.
On the other hand, nonoverlapping methods have also been explored for the Helmholtz
problem. These methods simplify the problem by eliminating overlap, which reduces
communication costs between processors in parallel implementations. However, con-
structing an effective coarse space for nonoverlapping methods remains a considerable
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challenge. An effective coarse space must accurately capture the global behavior of the
solution, which is difficult in Helmholtz problems because of their highly oscillatory
nature and the indefiniteness of the operator.

Motivated by the success of using generalized eigenvalue problems to precondition
elliptic equations with heterogeneous coefficients, we propose a novel substructuring
approach and introduce two types of DDMs to address these challenges. A signifi-
cant issue with traditional methods is the potential ill-posedness of the local Dirichlet
boundary problem. To address this, we introduce a new iterative substructuring
method, which is similar in concept to the Schur complement system used for elliptic
problems. This new structure ensures the well-posedness of the local Dirichlet prob-
lems by incorporating the small-magnitude eigenvalues from each subdomain into the
coarse problem. We note that because the partition of unity and overlapping are not
used, our final results depend only on a few parameters, and there is no issue with
respect to the redundancy of the coarse basis functions. We note that the use of
generalized eigenvalue problems for the overlapping case was considered in [2].

Another key challenge lies in constructing an effective coarse space for non-
overlapping methods. To overcome this, we leverage the new substructuring approach
along with the framework of Nonoverlapping Spectral Additive Schwarz (NOSAS)
preconditioners [21, 22] and propose two types of DDMs that tackle this issue. The
proposed preconditioners aim to improve convergence by focusing on extracting eigen-
values that are either too small or too large. Initially, we consider only the real part of
the Helmholtz problem, introducing two preconditioners: P−1

1 and P−1
2 . While P−1

1

provides a better convergence rate estimate, P−1
2 is computationally less expensive,

has better scalability, and achieves a comparable (albeit slightly worse) convergence
rate. We then extend this approach to handle both the real and imaginary components
of the Helmholtz system, resulting in two additional preconditioners: P−1

3 and P−1
4 .

Similarly, P−1
4 is more cost-effective, provides better scalability, and offers convergence

rates similar to those of P−1
3 . Importantly, all the generalized eigenvalue problems

we consider involve real matrices with symmetric positive-definite right-hand sides,
which allows us to compute the eigenvalues and eigenvectors using Cholesky decom-
position rather than the generalized Schur factorization (QZ algorithm). Moreover,
our construction is purely algebraic in nature, facilitating straightforward extension
to other discretizations and the case of heterogeneous Helmholtz coefficients. This ap-
proach can be similarly applied to more general geometries and unstructured domain
partitions. While the specific eigenvalue problems we solve do depend on the mesh
and subdomain geometry, this dependence does not fundamentally alter the algebraic
character of our method. Furthermore, the convergence theorems remain valid when
the thresholds are close to zero.

The remainder of this paper is organized as follows. In Section 2, we introduce
preliminary concepts related to discretization and domain decomposition notation.
Section 3 presents a novel iterative substructuring scheme. In Section 4, we introduce
the first type of preconditioner, which focuses on the real part of the Helmholtz
operator, demonstrating well-posedness and convergence when the threshold is chosen
close to one. In Section 5, we present the second type of preconditioner, designed to
handle both real and imaginary components of the linear system, offering improved
scalability when the imaginary part is globally assembled. Finally, Section 6 presents
numerical experiments to validate the performance of the proposed preconditioners.

2. Discretization and Domain Decomposition Notation. To discretize the
problem in (1.1), we first introduce a domain decomposition of Ω. Let {Ωi}

N
i=1 be non-
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overlapping polygonal subdomains of size O(H) that satisfy the following conditions:

Ω =

N
⋃

i=1

Ωi and Ωi

⋂

Ωj = ∅, i 6= j.

Each subdomain is further partitioned into a union of shape-regular elements with
mesh size h. This fine-scale partition of Ω is denoted by Th. We also define the
interface and interior of each subdomain as Γi and Ii, respectively. The global interface
Γ and the global interior I are correspondingly defined as:

Γi = ∂Ωi, Γ =

N
⋃

i=1

Γi, and Ii = Ωi, I =

N
⋃

i=1

Ii.

The finite element space over Th is denoted by Vh(Ω), and for convenience, we
use the simplified notation Vh. Additionally, the local finite element space is defined
as Vh(Ωi) = {vh|Ωi

: vh ∈ Vh}.

The H1-conforming Galerkin approximation to the problem (1.2) seeks uh ∈ Vh

such that:
b(uh, vh) = l(vh) for all vh ∈ Vh, (2.1)

and the corresponding linear system can be written as:

Buh = l, (2.2)

where we use the same notation uh for both the finite element solution and its column
vector of nodal values. Here, B is the matrix representation of b(·, ·) in Vh × Vh, and
also denote l as the column vector representation of l(·) in Vh.

Next, we consider the local assembly of the matrix B. We define the local
sesquilinear form b(i)(·, ·) : Vh(Ωi)× Vh(Ωi) → C as:

b(i)(u(i), v(i)) =

∫

Ωi

(∇u(i) · ∇v(i) − k2u(i)v(i))dx+ ik

∫

∂Ωi

⋂
∂Ω

u(i)v(i)ds,

And the matrix form of b(i)(·, ·) in Vh(Ωi) is given by:

B(i) =

[

B
(i)
ΓΓ B

(i)
ΓI

B
(i)
IΓ B

(i)
II

]

, (2.3)

where the superscript denotes the subdomain number, and the subscripts denote the
vectors associated with the nodal points in Γi and Ii, respectively.

We note that (2.2) can be expressed as:

Buh =

[

BΓΓ BΓI

BIΓ BII

]

uh =

N
∑

i=1

[

RT
ΓiΓ

B
(i)
ΓΓRΓiΓ RT

ΓiΓ
B

(i)
ΓIRIiI

RT
IiI

B
(i)
IΓRΓiΓ RT

IiI
B

(i)
II RIiI

]

[

uΓ

uI

]

=

[

lΓ
lI

]

,

where the extension operator RT
ΓiΓ

: Vh(Γi) → Vh(Γ) is a zero extension from Γi to
Γ, with Vh(Γi) := {v|Γi

; ∀v ∈ Vh(Ω)} and Vh(Γ) := {v|Γ; ∀v ∈ Vh(Ω)}. Similarly,
the extension operator RT

IiI
: Vh(Ii) → Vh(I) is a zero extension from Ii to I, with

Vh(Ii) := {v|Ii ; ∀v ∈ Vh(Ω)} and Vh(I) := {v|I ; ∀v ∈ Vh(Ω)}. The restriction oper-
ators RΓiΓ : Vh(Γ) → Vh(Γi) and RIiI : Vh(I) → Vh(Ii) are the transposes of the
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corresponding extension operators, which restrict a nodal vector in a larger space to a
nodal vector in a smaller space. An important property is that RIjIR

T
IiI

is an identity
matrix of size ni × ni if i = j, and a zero matrix of size nj × ni if i 6= j. Throughout,
we use the superscript T to denote the transpose and the superscript ∗ to denote the
conjugate transpose.

We first introduce some standard notation for function spaces and their norms.
For any E ⊂ Ω, let L2(E) denote the standard Lebesgue space with the corresponding
norm ‖ ·‖L2(E), and let H1(E) denote the Sobolev space with the semi-norm | · |H1(E).
We also define the following Helmholtz energy norm:

||vh||
2
H := |vh|

2
H1(Ω) + k2||vh||

2
L2(Ω).

When Ωi is a subdomain of Ω, we denote the corresponding norm on Ωi by ‖ · ‖H,Ωi
.

We consider the matrix representations of the norms ‖·‖H,Ωi
and |·|1,Ωi

as follows:

H(i) =

[

H
(i)
ΓΓ H

(i)
ΓI

H
(i)
IΓ H

(i)
II

]

, A(i) =

[

A
(i)
ΓΓ A

(i)
ΓI

A
(i)
IΓ A

(i)
II

]

, (2.4)

and the matrix representation of ‖ · ‖H is given by:

H =

[

HΓΓ HΓI

HIΓ HII

]

=

N
∑

i=1

[

RT
ΓiΓ

H
(i)
ΓΓRΓiΓ RT

ΓiΓ
H

(i)
ΓIRIiI

RT
IiI

H
(i)
IΓRΓiΓ RT

IiI
H

(i)
II RIiI

]

.

Next, we recall the well-posedness of the discrete problem. Let Vh be the finite
element space on Th. We assume the following:

Assumption 2.1 (Discrete Inf-Sup Condition). Assume that Ω is a convex poly-
gon/polyhedron domain, for the finite element spaces Th, there exists a constant γ > 0,
such that the following discrete inf-sup condition holds:

inf
u∈Vh\{0}

sup
v∈Vh\{0}

|b(u, v)|

||u||H||v||H
≥ γ > 0.

Remark 2.2. For linear finite element spaces, if hk2 is sufficiently small, [16,

Proposition 8.2.7] shows that γ = O
(

1
1+k

)

, and the finite element solution uh satis-

fies:

||u− uh||H . inf
v∈Vh(Ω)

||u− v||H . hk(||f ||L2(Ω) + ||g||L2(∂Ω)),

where u is the exact solution of (1.1). The above mesh condition, along with these
results, is typically referred to as hk2-quasi-optimal. The p-finite element method and
the hp-finite element methods were analyzed by Melenk and Sauter in [15] and [17].

For the p-finite element method, the best-known result is hk
p+1

p -quasi-optimal. The
hp-finite element method achieves quasi-optimality if kh/p is sufficiently small and
p & 1+ log(k) (i.e., p grows logarithmically with k, with a fixed number of points per
wavelength dependent on p). Such methods can be highly effective because the error
converges exponentially with respect to the number of DOFs.

However, the above mesh condition can be too restrictive for practical computa-
tions. If we only require the well-posedness of a finite element solution, a less restric-

tive mesh condition can be used. For example, for FEM and CIP-FEM, if hk
2p+1

2p is
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sufficiently small, the well-posedness of the discrete solution and the preasymptotic er-
ror estimate are guaranteed (see [20] and [5]). Finally, depending on the type of finite
element error (accuracy, data accuracy, quasi-optimality), different mesh conditions
may be chosen. For a complete explanation, see [18]. In this paper, our preconditioner
relies solely on the discrete inf-sup condition.

Next, we introduce iterative substructuring methods by splitting the problem into
N local problems and a global interface problem. The classical approach to achieve
this involves solving N local homogeneous Dirichlet problems and one global inhomo-
geneous Neumann problem in Γ. The Neumann problem is obtained by eliminating
interior unknowns at the Ii nodes and introducing the Schur complement matrix

B
(i)
ΓΓ −B

(i)
ΓI (B

(i)
II )

−1B
(i)
IΓ .

There are several issues with this approach when applied to the Helmholtz equa-

tion. The matrix B
(i)
II may be singular and/or indefinite. To address this, in Section 3,

we exclude a few DOFs in each subdomain. Another issue is that the Schur comple-
ment matrix can be singular and/or indefinite for floating subdomains. This problem
is addressed in Section 4.

3. A New Iterative Substructuring Method. In this section, we introduce
a novel substructuring approach that incorporates a global interface problem along-
side N local problems. The key idea is to extract small-magnitude eigenvalues from
each subdomain Ωi and incorporate them into the global problem to ensure the well-
posedness of local problems. To achieve this, we consider the following generalized

eigenvalue problem in each subdomain, seeking eigenpairs (µ
(i)
j , φ

(i)
j ) ∈ R× Vh(Ii) for

j = 1, . . . , ni, which satisfy:

B
(i)
II φ

(i)
j = µ

(i)
j H

(i)
II φ

(i)
j (3.1)

where the eigenvectors φ
(i)
j are orthonormal with respect toH

(i)
II , i.e., (φ

(i)
j )TH

(i)
II φ

(i)
k =

δjk, B
(i)
II ∈ R

ni×ni is symmetric, andH
(i)
II ∈ R

ni×ni is symmetric and positive-definite,
as defined in (2.3) and (2.4), respectively. Here, ni represents the DOFs in the in-

terior of the subdomain Ωi. Consequently, the eigenvalues {µ
(i)
j }ni

j=1 are real, non-
increasingly ordered, and less than or equal to 1.

The rationale for choosing H
(i)
II as the right-hand side matrix is its symmetric

positive-definite nature, as well as the fact that the corresponding norm ‖ · ‖H,Ωi

is used in the analysis. We select a small threshold value β > 0 and identify the

eigenvalues whose magnitudes are smaller than β, that is, |µ
(i)
1 | ≤ |µ

(i)
2 | ≤ · · · ≤

|µ
(i)
ki
| < β. We then construct Q

(i)
S = [φ

(i)
1 , . . . , φ

(i)
ki
] ∈ R

ni×ki as the eigenspace
corresponding to these small eigenvalues, the remaining eigenfunctions being denoted

by Q
(i)
L = [φ

(i)
ki+1, . . . , φ

(i)
ni ] ∈ R

ni×(ni−ki). Here, the notation S and L represent
”small” and ”large” modes, respectively.

Accordingly, any u(i) ∈ Vh(Ωi) can be represented as:

u(i) =

[

uΓi

uIi

]

=

[

IΓi
0 0

0 Q
(i)
S Q

(i)
L

]







uΓi

α
(i)
S

α
(i)
L






.

Here, α
(i)
S = [α

(i)
1 , . . . , α

(i)
ki
]T ∈ C

ki and α
(i)
L = [α

(i)
ki+1, . . . , α

(i)
ni ]

T ∈ C
ni−ki . In this

context, α
(i)
S and α

(i)
L represent the coefficients of uIi with respect to the orthogonal

bases Q
(i)
S and Q

(i)
L , respectively.
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Using the above notations, we can rewrite the linear system (2.2) as follows:

BΓΓuΓ +
N
∑

i=1

RT
ΓiΓB

(i)
ΓIQ

(i)
L α

(i)
L +

N
∑

i=1

RT
ΓiΓB

(i)
ΓIQ

(i)
S α

(i)
S = lΓ, (3.2a)

BIΓuΓ +

N
∑

i=1

RT
IiIB

(i)
II Q

(i)
L α

(i)
L +

N
∑

i=1

RT
IiIB

(i)
II Q

(i)
S α

(i)
S = lI . (3.2b)

Next, we aim to reformulate the above system into one global interface problem
and N local problems. For the local problems, we consider:

ui = Q
(i)
L

(

Q
(i)T

L B
(i)
II Q

(i)
L

)−1
Q

(i)T

L RIiI lI .

In practice, the dimension ki of Q
(i)
S is usually small, often zero, while ni − ki

is large. Therefore, it is computationally efficient to avoid directly calculating Q
(i)
L . In-

stead of directly computing
(

Q
(i)T

L B
(i)
II Q

(i)
L

)−1
, let us denoteB

(i)
L = Q

(i)
L

(

Q
(i)T

L B
(i)
II Q

(i)
L

)−1
Q

(i)T

L .
To obtain ui, we consider the following saddle point problem:

[

B
(i)
II A

(i)
IIQ

(i)
S

Q
(i)T

S A
(i)T

II 0

]

[

ui

λ
(i)
S

]

=

[

RIiI lI
0

]

.

where λ
(i)
S ∈ C

ki is a Lagrange multiplier. The well-posedness of this saddle point
problem can be established by proving the uniqueness of the solution, utilizing the or-

thogonality of Q
(i)
L and Q

(i)
S with respect to the H

(i)
II -norm. Numerically, this problem

can be solved using an LDLT factorization.

Next, we derive the global interface problem. Multiply Q
(i)T

L by (3.2b) to obtain

an explicit expression of α
(i)
L in terms of ui and u

(i)
Γ , for 1 ≤ i ≤ N , and substitute in

(3.2a). Also multiplying Q
(i)T

S RIiI in (3.2b) again to eliminate each α
(i)
L , the interface

problem can be expressed as follows:

N
∑

i=1

RT
ΓiΓB̂

(i)
ΓΓRΓiΓuΓ +

N
∑

i=1

RT
ΓiΓB

(i)
ΓIQ

(i)
S α

(i)
S = lΓ −

N
∑

i=1

RT
ΓiΓB

(i)
ΓIui,

Q
(i)T

S B
(i)
IΓRΓiΓuΓ +Q

(i)T

S B
(i)
II Q

(i)
S α

(i)
S = Q

(i)T

S RIiI lI , for 1 ≤ i ≤ N

where we use the fact that Q
(i)T

L B
(i)
II ui = 0, and B̂

(i)
ΓΓ = B

(i)
ΓΓ − B

(i)
ΓIB

(i)
L B

(i)
IΓ . The

global problem can then be expressed in the following matrix form:

N
∑

i=1





RT
ΓiΓB̂

(i)
ΓΓRΓiΓ RT

ΓiΓB
(i)
ΓIQ

(i)
S R

(i)
S

R
(i)T

S Q
(i)T

S B
(i)
IΓRΓiΓ R

(i)T

S Q
(i)T

S B
(i)
II Q

(i)
S R

(i)
S





[

uΓ

αS

]

=

N
∑

i=1





l
(i)
Γ −RT

ΓiΓ
B

(i)
ΓIui

R
(i)T

S Q
(i)T

N RIiI lI



 ,

(3.3)

where αS = [α
(1)
S , · · · , α

(N)
S ]T , R

(i)
S is the restriction operator for selecting the local

i-th index set α
(i)
S from all index sets αS , and R

(i)T

S is the corresponding transpose
operator.

As mentioned earlier, the computation of B̂
(i)
ΓΓ using B

(i)
L can be avoided by em-

ploying the following saddle point problem with Lagrange multipliers:





vΓi

v̂i

µ̂
(i)
S





T






B
(i)
ΓΓ B

(i)
ΓI 0

B
(i)
IΓ B

(i)
II H

(i)
II Q

(i)
S

0 Q
(i)T

S H
(i)
II 0











uΓi

ûi

λ̂
(i)
S



 .
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This construction is purely algebraic. We now transform this formulation into a
two-level nonoverlapping additive Schwarz method. We define the new interface space
and new local spaces as follows:

Definition 3.1. (New space) Let

V0 := Vh(Γ)⊕
N
∑

i=1

R
(i)T

S α
(i)
S , and Vi := Range(Q

(i)
L ),

then the direct sum decomposition holds:

Vh(Ω) = RT
0 V0 ⊕RT

1 V1 ⊕ . . . RT
NVN .

Here, RT
i : Vi → Vh(Ω) for 1 ≤ i ≤ N represents the zero extension to the nodal

points in Ωh \ Ii. The extension operator RT
0 : V0 → Vh(Ω) is defined as:

RT
0 u0 =







IΓ 0
N
∑

i=1

−RT
IiIB

(i)
L B

(i)
IΓRΓiΓ

N
∑

i=1

RT
IiIQ

(i)
S R

(i)
S






u0,

with its transpose operator R0 : Vh(Ω) → V0 defined as:

R0uh =













IΓ

N
∑

i=1

−RT
ΓiΓB

(i)
ΓIB

(i)
L RIiI

0
N
∑

i=1

R
(i)T

S Q
(i)T

S RIiI













uh,

where IΓ is the identity matrix with respect to Γ. We also define the local component

of the coarse space V
(i)
0 = Vh(Γi)⊕ α

(i)
S .

We follow the procedure of two-level additive Schwarz methods to construct the
local and coarse solvers. First, we consider the local problem. We define the local
sesquilinear form bi(·, ·) on the local space Vi as:

bi(ui, vi) = b(RT
i ui, R

T
i vi) ∀ui, vi ∈ Vi, 1 ≤ i ≤ N.

Next, we define the projection-like operator Pi : Vh → Vh given by Pi = RT
i P̃i,

where P̃i : Vh → Vi is defined as the local solver for the following local problem:

bi(P̃iuh, vi) = b(uh, R
T
i vi) ∀vi ∈ Vi. (3.4)

The well-posedness of P̃i depends on the invertibility of the local sesquilinear form

bi(·, ·). It is important to note that since we choose Q
(i)
L as the orthonormal basis of

H
(i)
II , we have:

Q
(i)T

L H
(i)
II Q

(i)
L = I(i), and Bi = Q

(i)T

L B
(i)
II Q

(i)
L = diag{µki+1

, . . . , µni
},

where I(i) is the identity matrix.
Next, we define the global sesquilinear form b0(·, ·) on the interface space V0 as:

b0(u0, v0) = b(RT
0 u0, R

T
0 v0) ∀u0, v0 ∈ V0, (3.5)
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and we denote the corresponding matrix form as B0, which is the left-hand side matrix
in (3.3). We consider the projection-like operator P0 : V0 → Vh given by P0 = RT

0 P̃0,
where P̃0 : Vh(Ω) → V0 is defined for the following global interface problem:

b0(P̃0uh, v0) = b(uh, R
T
0 v0) ∀v0 ∈ V0. (3.6)

We note that the matrix form of the above coarse problem (3.6) is exactly (3.3).
The well-posedness of P0 depends on showing the inf-sup condition of the global
sesquilinear form b0(·, ·). To demonstrate this, we first define a norm ||| · ||| in the
space V0.

For any u0 =

[

uΓ

αS

]

∈ V0, let |||u0||| = ‖HT
0 u0‖H, where the minimum H-energy

extension operator HT
0 : V0 → Vh(Ω) is defined as:

HT
0 u0 =







IΓ 0
N
∑

i=1

−RT
IiIH

(i)
L H

(i)
IΓRΓiΓ

N
∑

i=1

RT
IiIQ

(i)
S R

(i)
S






u0,

where H
(i)
L = Q

(i)
L

(

Q
(i)T

L H
(i)
II Q

(i)
L

)−1
Q

(i)T

L . Since HT
0 is the minimum H-energy ex-

tension, we have ‖HT
0 u0‖H ≤ ‖RT

0 u0‖H. The following theorem shows the stable
decomposition of the coarse space and local spaces, as well as the inf-sup condition of
b0(·, ·), which guarantees the stability of the new system.

Theorem 3.2. Any uh ∈ Vh admits the unique decomposition in the form:

uh = RT
0 u0 +

N
∑

i=1

RT
i ui

with u0 ∈ V0 and ui ∈ Vi for 1 ≤ i ≤ N . Furthermore, for any v0 ∈ V0, we have

b0(u0, v0) = b(uh, R
T
0 v0),

and

inf
u0∈V0\{0}

sup
v0∈V0\{0}

|b0(u0, v0)|

|||u0||| |||v0|||
≥ γ.

Proof. Let uh =

[

uΓ

uI

]

=







uΓ
N
∑

i=1

RT
IiIQ

(i)
L α

(i)
L +

N
∑

i=1

RT
IiIQ

(i)
S α

(i)
S






∈ Vh(Ω), then let

ui = B
(i)
L (B

(i)
IΓRΓiΓuΓ + B

(i)
II RIiIuI) ∈ Vi for 1 ≤ i ≤ N , and u0 =

[

uΓ

αS

]

∈ V0. It is

easy to check that uh = RT
0 u0 +

N
∑

i=1

RT
i ui.

Next, we show the inf-sup condition of b0(·, ·). Notice that by the definition
of b0(·, ·) in (3.5), we have b0(u0, v0) = b(RT

0 u0, vh), for any vh that satisfies vh =

RT
0 v0 +

N
∑

i=1

RT
i vi with vi ∈ Vi for 1 ≤ i ≤ N . Using the inf-sup condition of b(·, ·), we

know that for any u = RT
0 u0, there exists vh ∈ Vh, such that

|b(RT
0 u0, vh)| ≥ γ||RT

0 u0||H||vh||H.
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Together with the definition of the norm ||| · |||, we have that for any u0, there exists
v0, such that:

|b0(u0, v0)| = |b(RT
0 u0, vh)| ≥ γ||RT

0 u0||H||vh||H ≥ γ|||u0||| |||v0|||.

Theorem 3.2 implies that the well-posedness of the coarse problem (3.6) is a direct
consequence of the well-posedness of the discrete problem (2.1). Moreover, the inf-
sup constant of the coarse problem is greater than or equal to the inf-sup constant of
the discrete problem. Following the construction outlined above, we obtain an exact
solver for the coarse problem and N local problems, expressed as:

B−1 = RT
0 (B0)

−1R0 +
N
∑

i=1

RT
i Q

(i)
P (Bi)

−1Q
(i)T

P Ri

However, it is important to note that this direct solver has significant drawbacks
in practical computation, primarily due to the computational cost associated with
solving the interface problem. The size of the interface problem is determined by the
number of DOFs in Vh(Γ) plus

∑N
i=1 ki.

In the next section, we will explore and discuss effective preconditioners for the
interface problem B0 using the NOSAS (Nonoverlapping Spectral Additive Schwarz)
methods framework. We believe that this approach can be extended to other classes of
Schwarz methods, providing efficient and scalable solvers for the Helmholtz problem.

4. NOSAS Preconditioners for ℜB0. In this section, we utilized the con-
cept of Nonoverlapping Spectral Additive Schwarz (NOSAS) to develop a precon-
ditioner for the newly introduced substructure. We design the preconditioner for

B0 =

N
∑

i=1

R
(i)T

Γ,S B
(i)
0 R

(i)
Γ,S , where:

B
(i)
0 =





B̂
(i)
ΓΓ B

(i)
ΓIQ

(i)
S

Q
(i)T

S B
(i)
IΓ Q

(i)T

S B
(i)
II Q

(i)
S



 ,

and R
(i)
Γ,S =

[

RΓi,Γ 0
0 RS

]

is the restriction operator, with R
(i)T

Γ,S representing its trans-

pose. It is important to emphasize that B0 is a complex matrix, necessitating separate
treatment of its real and imaginary parts, which will be discussed in Section 5. In this
section, we focus on preconditioning the real component of B0, represented by ℜB0,
while leaving the imaginary component ℑB0 unchanged. We first introduce a pre-
conditioner along with its theoretical proof of the convergence rate when thresholds
close to zero. Additionally, we suggest a computationally more efficient algorithm
that achieves similar numerical performance, albeit with a weaker bound in the con-
vergence proof.

4.1. Preconditioner P−1
1 . Let us consider the following generalized eigenvalue

problems for i = 1, · · · , N :

ℜB
(i)
0 ξ

(i)
j = λ

(i)
j H

(i)
0 ξ

(i)
j (j = 1, · · · , Ni), (4.1)

where the eigenvectors {ξ
(i)
j } are orthonormal with respect to H

(i)
0 , and Ni is the

number of DOFs on Γi combined with the dimensions of Q
(i)
S . The right-hand side
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positive-definite matrix H
(i)
0 corresponds to the minimum H-energy extension || · ||H

norm as follows:

H
(i)
0 =

[

Ĥ
(i)
ΓΓ H

(i)
ΓIQ

(i)
S

Q
(i)T

S H
(i)
IΓ Q

(i)T

S H
(i)
II Q

(i)
S

]

, (4.2)

with Ĥ
(i)
ΓΓ = H

(i)
ΓΓ −H

(i)
ΓIH

(i)
L H

(i)
IΓ . We note that ∀u0 ∈ V0, we have:

uH
0

N
∑

i=1

R
(i)T

Γ,NH
(i)
0 R

(i)
Γ,Nu0 = ||HT

0 u0||
2
H.

We set a threshold η ∈ (0, 1) and denote Q
(i)
1 = [ξ

(i)
1 , ξ

(i)
2 , . . . , ξ

(i)
k ], where the

chosen eigenfunctions correspond to eigenvalues smaller than 1 − η or greater than

1 + η. Let Q
(i)⊥

1 = [ξ
(i)
k+1, . . . , ξ

(i)
Ni

], which are the eigenfunctions corresponding to

the eigenvalues between 1 − η and 1 + η. And define the projection operator Π
(i)
1 =

Q
(i)
1 (Q

(i)T

1 H
(i)
0 Q

(i)
1 )−1Q

(i)T

1 H
(i)
0 = Q

(i)
1 Q

(i)T

1 H
(i)
0 .

Next, note that H
(i)
0 is a dense matrix. To facilitate parallelization of the coarse

problem, we consider using a symmetric positive-definite matrix C
(i)
0 with a block

diagonal structure. The construction of C
(i)
0 follows two main principles:

1. Approximation to ℜB
(i)
0 : The matrix C

(i)
0 should closely approximate ℜB

(i)
0

to minimize the number of eigenfunctions needed, implying that the generalized ei-
genvalues should be as close to 1 as possible.

2. Block Diagonal Structure: The matrix should be locally block diagonal with
respect to the vertices and edges in each subdomain. This ensures that the globally
assembled matrix retains a block-diagonal structure, facilitating parallel computation.

Thus, we propose the following construction for C
(i)
0 :

C
(i)
0 =

[

Ĉ
(i)
ΓΓ 0

0 Q
(i)T

s H
(i)
II Q

(i)
s

]

,

where Ĉ
(i)
ΓΓ is the block-diagonal version of Ĥ

(i)
ΓΓ by breaking the connection between

subdomain vertices and edges.
Then, we should also consider the following generalized eigenvalue problem:

(Q
(i)⊥

1 )TC
(i)
0 Q

(i)⊥

1 φ
(i)
j = λ

(i)
j (Q

(i)⊥

1 )TH
(i)
0 Q

(i)⊥

1 φ
(i)
j , (4.3)

where the eigenvectors φ
(i)
j are orthonormal with respect to (Q

(i)⊥

1 )TH
(i)
0 Q

(i)⊥

1 . We

denote Q
(i)
2 = [Q

(i)⊥

1 φ
(i)
1 , Q

(i)⊥

1 φ
(i)
2 , . . . , Q

(i)⊥

1 φ
(i)
s ], where the chosen eigenfunctions

correspond to the eigenvalues that are smaller than 1−η or greater than 1+η. Define

the projection operator Π
(i)
2 = Q

(i)
2 Q

(i)T

2 H
(i)
0 .

Notice that Π
(i)
1 Π

(i)
2 = 0. Let us define: Π

(i)
Re = Π

(i)
1 +Π

(i)
2 = Q

(i)
ReQ

(i)T

Re H
(i)
0 , where

Q
(i)
Re = [Q

(i)
1 , Q

(i)
2 ]. Then it is straightforward to see that:

(Π
(i)
Re)

TH
(i)
0 (I −Π

(i)
Re) = 0.

Let us define our local preconditioned sesquilinear form b
(i)
P1
(·, ·) : V

(i)
0 ×V

(i)
0 → C
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as follows:

b
(i)
P1
(u

(i)
0 , v

(i)
0 ) = v

(i)H

0

(

ℜB
(i)
0 + iℑB

(i)
0 − (I −Π

(i)T

Re )ℜB
(i)
0 (I −Π

(i)
Re) + (I −Π

(i)T

Re )C
(i)
0 (I −Π

(i)
Re)

)

u
(i)
0

= v
(i)H

0

(

C
(i)
0 + iℑB

(i)
0 −D

(i)
ReΠ

(i)
Re −Π

(i)T

Re D
(i)
Re(I −Π

(i)
Re)

)

u
(i)
0 ,

(4.4)

where D
(i)
Re = C

(i)
0 −ℜB

(i)
0 .

The global sesquilinear form bP1
(·, ·) : V0 × V0 → C is then defined as:

bP1
(u0, v0) =

N
∑

i=1

b
(i)
P1
(R

(i)
Γ,Nu0, R

(i)
Γ,Nv0).

Consequently, we denote the matrix representation of the global sesquilinear form
bP1

(·, ·) as BP1
.

Together with the local problems, we define the first preconditioner as:

P−1
1 = RT

0 B
−1
P1

R0 +
N
∑

i=1

RT
i Q

(i)
P (Bi)

−1Q
(i)T

P Ri. (4.5)

Remark 4.1. Apart from some specialized discretization methods, we emphasize

that for B
(i)
0 , while B

(i)
ΓI , B

(i)
II , and B

(i)
IΓ are real matrices, the imaginary part of B̂

(i)
ΓΓ

is nonzero only when the subdomain Ωi touches the impedance boundary. We avoid
complex generalized eigenvalue problems because the generalized Schur form (QZ
algorithm) for a complex matrix may not be diagonalizable.

Remark 4.2. The orthonormal property of the generalized eigenfunctions ξ
(i)
j with

respect to H
(i)
0 ensures that Q(i)TH

(i)
0 Q(i) is the identity matrix. Furthermore, let

Q
(i)⊥

Re be the orthogonal complement of Q
(i)
Re with respect to H

(i)
0 . We have the

following properties:

(1− η)vTΓi
H

(i)
0 vΓi

≤ vTΓi
ℜB

(i)
0 vΓi

≤ (1 + η)vTΓi
H

(i)
0 vΓi

∀vΓi
∈ Range(Q

(i)⊥

Re ).

The above properties also hold when replacing ℜB
(i)
0 with C

(i)
0 .

Remark 4.3. The sesquilinear form (4.4) is in the form of a block diagonal part
plus two low-rank perturbation parts. Hence, the globally assembled matrix also takes

the form of a block diagonal plus some low-rank perturbation parts. Since ℑB
(i)
0

appears in the subdomains that touch the impedance boundary condition, the largest
block is associated with all the DOFs on the impedance boundary, while the rest of
the block is associated with all the DOFs on vertices and edges. The parallelization
property is obtained using the Woodbury matrix identity, which we will illustrate at
the end of this subsection.

We note that the size of the global problem in the above method is twice the to-
tal number of selected eigenfunctions from both (4.1) and (4.3), since the sesquilinear
form (4.4) contains two low-rank perturbation parts. Moreover, we need to find all the
eigenfunctions of (4.1). We propose a cheaper approach that does not require finding
all eigenfunctions; instead, only a small number of eigenvalues are needed. Further-
more, the size of the global problem is just the number of selected eigenfunctions.
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4.2. Preconditioner P−1
2 . Instead of considering two generalized eigenvalue

problems, we consider the following generalized eigenvalue problem locally:

ℜB
(i)
0 ξ

(i)
j = λ

(i)
j C

(i)
0 ξ

(i)
j (j = 1, · · · , Ni), (4.6)

where the eigenvectors ξ
(i)
j are orthonormal with respect to C

(i)
0 .

We choose the eigenvectors corresponding to eigenvalues smaller than 1 − η and

larger than 1 + η to construct the eigenfunction space Q = [ξ
(i)
1 , · · · , ξ

(i)
Ki

] ∈ R
Ni×Ki .

We then define the local projection operators Π
(i)
Q = Q(i)Q(i)TC

(i)
0 .

Next, we define the local sesquilinear form b
(i)
P2
(·, ·) : V

(i)
0 × V

(i)
0 → C as:

b
(i)
P2
(u

(i)
0 , v

(i)
0 ) = v

(i)H

0

(

Π
(i)T

Q ℜB
(i)
0 Π

(i)
Q + (I −Π

(i)T

Q )C
(i)
0 (I −Π

(i)
Q ) + iℑB

(i)
0

)

u
(i)
0

= v
(i)H

0

(

C
(i)
0 + iℑB

(i)
0 − C

(i)
0 Q(i)D(i)Q(i)TC

(i)
0

)

u
(i)
0 ,

where D(i) = diagonal(1− λ
(i)
1 , · · · , 1− λ

(i)
Ki

) ∈ R
Ki×Ki . The global sesquilinear form

bP2
(·, ·) is then defined as the sum of all local sesquilinear forms. Then, we obtain the

resulting preconditioner as follows:

P−1
2 = RT

0 (BP2
)−1R0 +

N
∑

i=1

RT
i Q

(i)
P (Bi)

−1Q
(i)T

P Ri. (4.7)

4.3. Scalability of the preconditioner. We show the scalability of B−1
P1

. The

scalability ofB−1
P2

is obtained in a similar way. Let C=

N
∑

i=1

R
(i)T

Γ,s

(

C
(i)
0 +iR

(i)T

Γ,0 ℑB
(i)
0 R

(i)
Γ,0

)

R
(i)
Γ,s,

U1 =

N
∑

i=1

R
(i)T

Γ,s D
(i)
ReQ

(i)
ReRλi

, V1 =

N
∑

i=1

RT
λi
Q

(i)T

Re H
(i)
0 R

(i)
Γ,s, U2 =

N
∑

i=1

R
(i)T

Γ,s H
(i)
0 Q

(i)
ReRλi

,

V2 =

N
∑

i=1

RT
λi
Q

(i)T

Re D
(i)
Re(I

(i) −Q
(i)
ReQ

(i)T

Re H
(i)
0 )R

(i)
Γ,s, where Rλi

is choose the eigenfunc-

tions in i-th subdomain from all chosen eigenspace. Then the matrix of bP1
(·, ·) can

be written as:
BP1

= C − U1V1 − U2V2.

Since C−1 can be computed in parallel, we employ the Woodbury matrix identity
(see Appendix Theorem 8.1) to obtain the explicit expression:

B−1
P1

= C−1 + C−1[U1, U2]M
−1

[

V1

V2

]

C−1,

where M = I −

[

V1

V2

]

C−1[U1, U2] is a dense matrix.

Remark 4.4. For the Helmholtz equation with Dirichlet or Neumann boundary

conditions, the imaginary part of B
(i)
ΓΓ vanishes. For some special discretizations, such

as Hybrid Discontinuous Galerkin (HDG) with real penalty parameters, the imaginary

part of B
(i)
ΓΓ can be constructed as block diagonal. In such cases, C becomes a block

diagonal matrix with each block associated only with vertices and edges, thus C−1 has

an excellent parallel structure. For cases where ℑB
(i)
0 is a globally assembled matrix,



14 YI YU, MARCUS SARKIS, GUANGLIAN LI, ZHIWEN ZHANG

the largest block is associated with all the DOFs on the impedance boundary, while
the rest of the smaller blocks are associated with vertices and edges, therefore C−1

can also be computed in parallel. Finally, for B−1
P1

the size of the global matrix M

is twice the number of selected eigenfunctions, while for B−1
P2

, the size of the global
matrix equals the number of selected eigenfunctions.

We also consider the computational cost associated with each iteration of the
algorithm. As for all our proposed preconditioners using RT

0 and R0 for the coarse
problem, it is important to note that the explicit construction of RT

0 and R0 is un-
necessary, as their actions are equivalent to solving N local problems. One of the
advantages of using RT

0 and R0 is that, if the residual satisfies r = RT
0 r0, and given

that Q
(i)T

L RiBr = 0, we can deduce:

P−1Br = RT
0 B

−1
P R0Br.

This approach is similar to the ”residual correction” method discussed in [22], which is
used for harmonic extension in elliptic problems. Therefore, instead of solving a large
preconditioned system for B, we solve a smaller preconditioned system for B0. The
proposed algorithm for the numerical implementation of the preconditioner described
in (4.5) is as follows:

Algorithm 4.1 NOSAS Preconditioner for the Helmholtz Equation

Input: Matrices Ri, B
(i)
ΓI , B0, preconditioner BP , right-hand side vector b.

Output: Solution uh.
Step 1: Solve the N local problems to obtain solutions ui for 1 ≤ i ≤ N . Then,

multiply each local solution by the corresponding local matrix −B
(i)
ΓI to construct

r0, where r0 = R0b.
Step 2: Solve the preconditioned system:

B−1
P B0u0 = B−1

P r0.

Step 3: Upon obtaining the coarse solution u0 by solving the preconditioned sys-
tem, compute RT

0 u0, which is equivalent to solving N local problems. The final

solution is then given by uh = RT
0 u0 +

N
∑

i=1

RT
i ui.

In particular, local problems are solved only twice, before iteration to obtain ui

for 1 ≤ i ≤ N and R0b, and after iteration to construct RT
0 u0. During iteration, we

solve the preconditioned system of the smaller matrix B0 using an iterative method,
rather than the entire matrix B. Here, B0 represents the Schur complement for the
Helmholtz equation, and BP denotes the preconditioner for B0. Importantly, no local
problems need to be solved during the iteration phase.

4.4. Well-posedness of the Coarse Problem When η Is Close to zero.

The well-posedness of the coarse problem is closely related to the inf-sup condition of
the sesquilinear form bP1

(·, ·). The following theorem establishes the inf-sup condition
of bP1

(·, ·) when η is close to zero.

Theorem 4.5. If η is chosen such that γ1 := γ − 2η > 0, the global sesquilinear



NOSAS FOR THE HELMHOLTZ 15

form bP1
(·, ·) satisfy the following inf-sup condition:

inf
u0∈V0\{0}

sup
v0∈V0\{0}

|bP1
(u0, v0)|

|||u0||| |||v0|||
≥ γ1.

Proof. We first show that

|b0(u0, v0)− bP1
(u0, v0)| ≤ 2η|||u0||| |||v0|||. (4.8)

Using the definition of sesquilinear form (4.4), we note that

|b0(u0, v0)− bP1
(u0, v0)| =

∣

∣

∣

N
∑

i=1

vH0 R
(i)T

Γ,N (I −Π
(i)T

Re )(C
(i)
0 −ℜB

(i)
0 )(I −Π

(i)
Re)R

(i)
Γ,Nu0

∣

∣

∣

=
∣

∣

∣

N
∑

i=1

vH0 R
(i)T

Γ,N (I −Π
(i)T

12 )(C
(i)
0 −H

(i)
0 +H

(i)
0 −ℜB

(i)
0 )(I −Π

(i)
Re)R

(i)
Γ,Nu0

∣

∣

∣

≤ 1○ + 2○,

where 1○ :=
∣

∣

∣

N
∑

i=1

vH0 R
(i)T

Γ,N (I−Π
(i)T

12 )(C
(i)
0 −H

(i)
0 )(I−Π

(i)
Re)R

(i)
Γ,Nu0

∣

∣

∣
and 2○ :=

∣

∣

∣

N
∑

i=1

vH0 R
(i)T

Γ,N (I−

Π
(i)T

12 )(H
(i)
0 −ℜB

(i)
0 )(I −Π

(i)
Re)R

(i)
Γ,Nu0

∣

∣

∣
.

We first show that 1○ ≤ η|||u0||| |||v0|||. Consider Vh(Γi) = Q
(i)
Re ⊕ Q

(i)⊥

Re , which

are orthogonal with respect to H
(i)
0 . And we denote R

(i)
Γ,Nu0 = u

(i)
0 := u1 + u2, where

u1 ∈ Q
(i)
Re and u2 ∈ Q

(i)⊥

Re . Similarly, R
(i)
Γ,Nv0 = v

(i)
0 := v1 + v2 where v1 ∈ Q(i) and

v2 ∈ Q(i)⊥ . Let ϕ1, · · · , ϕK be any set of the normalized basis vectors of Q
(i)
Re with

respect to H
(i)
0 , and ϕK+1, · · · , ϕn be the normalized basis of Q

(i)⊥

Re with respect to

H
(i)
0 and orthogonal with C

(i)
0 . i.e.,

[ϕK+1, · · · , ϕn]
TH

(i)
0 [ϕK+1, · · · , ϕn] = I, [ϕK+1, · · · , ϕn]

TC
(i)
0 [ϕK+1, · · · , ϕn] = Λ,

where Λ is a diagonal matrix with eigenvalue λK+1, · · · , λn on the diagonal. Using
Remark 4.2, we note that 1− η ≤ λK+1 ≤ · · · ≤ λn ≤ (1 + η).

Let u
(i)
0 = α1ϕ1 + α2ϕ2 + · · ·αnϕn and v

(i)
0 = β1ϕ1 + β2ϕ2 + · · ·βnϕn. Then, we

have

1○ =

N
∑

i=1

∣

∣

∣
v
(i)H

0 (I −Π
(i)T

Q )(C
(i)
0 −H

(i)
0 )(I −Π

(i)
Q )u

(i)
0

∣

∣

∣

=
N
∑

i=1

|(1− λK+1)αK+1βK+1 + · · ·+ (1− λn)αnβn|

≤
N
∑

i=1

|α2
K+1 + · · ·+ α2

n|
1/2|(1− λK+1)

2β2
K+1 + · · ·+ (1− λn)

2β2
n|

1/2

≤ η
N
∑

i=1

|α2
K+1 + · · ·+ α2

n|
1/2|β2

K+1 + · · ·+ β2
n|

1/2

= η

N
∑

i=1

(uT
2 H

(i)
0 u2)

1/2(vT2 H
(i)
0 v2)

1/2 ≤ η|||u0||| |||v0|||.
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Similarly, we can show that 2○ ≤ η|||u0||| |||v0|||, except that we use φK+1, . . . , φn

as the normalized basis of Q
(i)⊥

Re with respect to ℜB
(i)
0 and H

(i)
0 .

Next, using the inf-sup condition of b0(·, ·) in Theorem 3.2, we have:

|b0(u0, v0)| ≥ γ|||u0||| |||v0|||.

Combining the above result with the triangle inequality, we obtain the desired
result.

The next theorem provides the key bounds for the preconditioned system of the
Helmholtz equation.

Theorem 4.6. For any vh ∈ Vh, we have

||(I − P−1
1 B)vh||H ≤ C(η, γ1)||vh||H,

where C(η, γ1) =
2η
γ1
, and I : Vh → Vh is the identity mapping matrix.

Proof. First, notice that I = RT
0 (B0)

−1R0B +

N
∑

i=1

RT
i Q

(i)
P (Bi)

−1Q
(i)T

P RiB, so

I − P−1
1 B = RT

0 (B0)
−1R0B −RT

0 (BP1
)−1R0B. (4.9)

Let vh =

[

vΓ
vI

]

=







vΓ
N
∑

i=1

RT
IiIQ

(i)
L α

(i)
L +

N
∑

i=1

RT
IiIQ

(i)
S α

(i)
S






∈ Vh, then we have the

unique decomposition vh = RT
0 v0 +

N
∑

i=1

RT
i vi, where v0 =

[

vΓ
αS

]

∈ V0 and

vi = B
(i)
L (B

(i)
IΓRΓiΓvΓ +B

(i)
II RIiIvI) ∈ Vi for 1 ≤ i ≤ N.

In order to bound (I − P−1
1 B)(RT

0 v0 +
∑N

i=1 R
T
i vi), we first consider the bound

for (I − P−1
1 B)RT

0 v0. Using the property of B0, we have:

RT
0 (B0)

−1R0BRT
0 v0 = RT

0 (B0)
−1B0v0 = RT

0 v0,

and also
RT

0 (BP1
)−1R0BRT

0 v0 = RT
0 (BP1

)−1B0v0.

Together with (4.9), (4.8) and Theorem 3.2, we have that

||(I − P−1
1 B)RT

0 v0||H = ||RT
0 v0 −RT

0 (BP1
)−1B0v0||H = ||RT

0 (BP1
)−1(BP1

−B0)v0||H

≤
2η

γ1
|||v0||| ≤

2η

γ1
||vh||H.

(4.10)

So, it only reminds to bound (I−P−1
1 B)







0
N
∑

i=1

RT
IiIvi






. Notice thatR0B







0
N
∑

i=1

RT
IiIvi






=

~0, then we have:

(I − P−1
1 B)







0
N
∑

i=1

RT
IiIvi






= ~0.
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Finally, together with (4.10), we have that

||(I − P−1
1 B)vh||H ≤

2η

γ1
||vh||H.

Next, using Theorem 4.6, we obtain the following bound on the preconditioned
system.

Theorem 4.7. For the upper bound of the preconditioned system, we have:

max
vh∈Vh

||P−1
1 Bvh||H
||vh||H

≤ 1 + C(η, γ1).

Moreover, when C(η, γ1) = 2η
γ1

< 1, the lower bound of the preconditioned system
satisfies:

min
vh∈Vh

|(vh, P
−1
1 Bvh)H|

||vh||2H
≥ 1− C(η, γ1).

Proof. Notice that ||P−1
1 Bvh||H ≤ ||vh||H + ||(I − P−1

1 B)vh||H, the upper bound
follows directly from Theorem 4.6.

For the lower bound, using the Cauchy–Schwarz inequality and Theorem 4.6, we
get:

(vh, (I − P−1
1 B)vh)H ≤ C(η, γ1)||vh||

2
H.

Then, the lower bound is easily obtained by moving C(η, γ1)||vh||H to the left-hand
side and moving (vh, P

−1
1 Bvh)H to the right-hand side.

Remark 4.8. All the above theorems hold for P−1
2 with the constant 2 replaced

by Cmax = O(H/h), where Cmax is a constant such that C
(i)
0 ≤ CmaxH

(i)
0 .

5. NOSAS Preconditioners for ℜB0 and ℑB0. From Remark 4.4, the scala-
bility of C−1 depends on the imaginary part of the linear system. For the Helmholtz
equation subject to impedance boundary conditions, the imaginary part of the matrix

B
(i)
ΓΓ typically consists of a large block matrix, except in specific cases such as the HDG

method with real penalty parameters, where it is already in block diagonal structure.
To obtain better scalability, we propose a new preconditioner that separately han-
dles both the real and imaginary parts, while still ensuring robust convergence for
the preconditioned system. In this section, we focus primarily on the linear finite
element space and present the corresponding results. However, the construction for
other discretizations is similar, since all the construction is entirely algebraic, and the
theoretical proofs are similar.

For the real part, we consider the construction for bP1
(·, ·). Specifically, we

consider generalized eigenvalue problems in (4.1) and (4.3). We set a threshold
ηRe ∈ (0, 1) and select eigenvalues that are smaller than 1−ηRe or greater than 1+ηRe.

We denote the corresponding eigenvector space as Q
(i)
Re = [ξ

(i)
Re1

, ξ
(i)
Re2

, · · · , ξ
(i)
ReKi

], and

we denote Π
(i)
Re = Q

(i)
ReQ

(i)T

Re H
(i)
0 .

To develop better parallelization properties, we also consider the imaginary part

of B
(i)
0 , which is exactly ℑB

(i)
ΓΓ in the linear finite element space. Let us consider the

following generalized eigenvalue problem:

ℑB
(i)
ΓΓξ

(i)
Imj

= λ
(i)
Imj

hkS
(i)
ΠΠξ

(i)
Imj

(j = 1, · · · , N̂i), (5.1)
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where the eigenvectors ξ
(i)
Imj

are orthonormal with respect to S
(i)
ΠΠ. Here S

(i)
ΠΠ =

H
(i)
ΠΠ − H

(i)
ΠR(H

(i)
RR)

−1H
(i)
RΠ is the minimum H(i)-energy extension from Vh(Πi) to

Vh(Ωi), where Πi := ∂Ωi

⋂

∂Ω, Ri := Ii
⋃

(∂Ωi\∂Ω) and N̂i is the number of DOFs

on Γi ∩ ∂Ω. For a threshold ηIm ∈ (0, 1), we denote Q̂
(i)
1 = [ξ

(i)
Im1

, ξ
(i)
Im2

, · · · , ξ
(i)
Im

k̂
],

where the chosen eigenfunctions correspond to the eigenvalues that are smaller than

1 − ηIm or greater than 1 + ηIm. Let Q̂
(i)⊥

1 = [ξ
(i)
Im

k̂+1

, · · · , ξ
(i)
Im

N̂i

], which are the

eigenfunctions corresponding to the eigenvalues between 1− ηIm and 1 + ηIm.
We should also consider the following generalized eigenvalue problem:

(Q̂
(i)⊥

1 )TC
(i)
DiagQ̂

(i)⊥

1 φ
(i)
Imj

= λ
(i)
Imj

(Q̂
(i)⊥

1 )ThkS
(i)
ΠΠQ̂

(i)⊥

1 φ
(i)
Imj

, (5.2)

where C
(i)
Diag is the diagonal or block-diagonal form of ℑB

(i)
ΓΓ. We denote Q̂

(i)
2 =

[Q̂
(i)⊥

1 φ
(i)
Im1

, Q̂
(i)⊥

1 φ
(i)
Im2

, · · · , Q̂
(i)⊥

1 φ
(i)
Imŝ

], where the chosen eigenfunctions correspond
to the eigenvalues that are smaller than 1− ηIm or greater than 1 + ηIm. We denote

Q
(i)
Im = [Q̂

(i)
1 , Q̂

(i)
2 ], and Π

(i)
Im = Q

(i)
ImQ

(i)T

Im S
(i)
ΠΠ.

Remark 5.1. On the right-hand side of the generalized eigenvalue problems in
(5.1) and (5.2), there is a constant hk on the right-hand side. This is because in the

linear finite element space we have ℑB
(i)
ΓΓ ≤ ChhkA

(i)
ΠΠ, where A

(i)
ΠΠ is the Πi part of

the stiffness matrix A(i), and Ch = O(1) is a constant that depends on the shape of
the elements. Therefore, we have:

ℑB
(i)
ΓΓ ≤ ChkhH

(i)
ΠΠ ≤ ChCmaxhkS

(i)
ΠΠ, (5.3)

where Cmax = O(H/h) is the constant such that H
(i)
ΠΠ ≤ CmaxS

(i)
ΠΠ.

We then define a sesquilinear form bP3
(·, ·) : V0 × V0 → C as follows:

b
(i)
P3
(u

(i)
0 , v

(i)
0 ) = v

(i)H

0

(

ℜB
(i)
0 + iℑB

(i)
0 − (I −Π

(i)T

Re )ℜB
(i)
0 (I −Π

(i)
Re) + (I −Π

(i)T

Re )C
(i)
0 (I −Π

(i)
Re) · · ·

− (I −Π
(i)T

Im )iℑB
(i)
0 (I −Π

(i)
Im) + (I −Π

(i)T

Im )iC
(i)
Diag(I −Π

(i)
Im)

)

u
(i)
0

= v
(i)H

0

(

C
(i)
0 + iC

(i)
Diag −D

(i)
ReΠ

(i)
Re −Π

(i)T

Re D
(i)
Re(I −Π

(i)
Re)− iD

(i)
ImΠ

(i)
Im · · ·

− iΠ
(i)T

Im D
(i)
Im(I −Π

(i)
Im)

)

u
(i)
0 ,

where D
(i)
Re = C

(i)
0 −ℜB

(i)
0 , and D

(i)
Im = C

(i)
Diag −ℑB

(i)
0 .

The resulting preconditioner can be written as:

P−1
3 = RT

0 (BP3
)−1R0 +

N
∑

i=1

RT
i Q

(i)
P (Bi)

−1Q
(i)T

P Ri.

Similarly to the analysis in Section 4, we have the following theorems for the
well-posedness of the coarse problem of the second preconditioner.

Theorem 5.2. Choosing η such that γ2 = γ − 2ηRe − 2hkηIm > 0, the global
sesquilinear form bP3

(·, ·) satisfy the following inf-sup condition:

inf
u0∈V0\{0}

sup
v0∈V0\{0}

|bP3
(u0, v0)|

|||u0||| |||v0|||
≥ γ2.
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Proof. This follows from a similar proof as shown in Theorem 4.5.

We also have the following theorem regarding the convergence rate of the precon-
ditioner.

Theorem 5.3. For the upper bound of the preconditioned system, we have:

max
vh∈Vh

||P−1
3 Bvh||H
||vh||H

≤ 1 + C(ηRe, ηIm, γ2),

where C(ηRe, ηIm, γ2) =
2ηRe+2hkηIm

γ2
. Moreover, if we choose ηRe and ηIm such that

C(ηRe, ηIm, γ2) < 1. Then, the lower bound of the preconditioned system satisfies:

min
vh∈Vh

|(vh, P
−1
3 Bvh)H|

||vh||2H
≥ 1− C(ηRe, ηIm, γ2).

Proof. This follows from a similar proof as shown in Theorem 4.7.

Remark 5.4. For the imaginary part, since hk is very small, ηIm can be chosen as
a small number compared to ηRe. This is verified by numerical experiments, indicating
that convergence remains robust with relatively smaller thresholds for the imaginary
component.

We also propose a cheaper preconditioning method similar to P−1
2 in (4.7). Let

Q
(i)
Re and the projection operators Π

(i)
Re = Q

(i)
ReQ

(i)T

Re C
(i)
0 be obtained from (4.6). We

solve the following generalized eigenvalue problems locally for the imaginary part:

ℑB
(i)
0 ξ

(i)
j = λ

(i)
j C

(i)
Diagξ

(i)
j (j = 1, · · · , ni), (5.4)

where the eigenvectors ξ
(i)
j are orthonormal with respect to C

(i)
Diag. We denote Q

(i)
Im

as the eigenspace of eigenvalues that are either smaller than 1 − ηIm or larger than

1 + ηIm. The projection operators are defined as Π
(i)
Im = Q

(i)
ImQ

(i)T

Im C
(i)
Diag.

Next, we define the local sesquilinear form b
(i)
P4
(·, ·) : V

(i)
0 × V

(i)
0 → C as follows:

b
(i)
P4
(u

(i)
0 , v

(i)
0 ) = v

(i)H

0

(

Π
(i)T

Re ℜB
(i)
0 Π

(i)
Re + (I −Π

(i)T

Re )C
(i)
0 (I −Π

(i)
Re) · · ·

+Π
(i)T

Im iℑB
(i)
0 Π

(i)
Im + (I −Π

(i)T

Im )iC
(i)
Diag(I −Π

(i)
Im)

)

u
(i)
0

= v
(i)H

0

(

C
(i)
0 + iC

(i)
Diag− C

(i)
0 Q

(i)
ReD

(i)
ReQ

(i)T

ReC
(i)
0 − iC

(i)
DiagQ

(i)
ImD

(i)
ImQ

(i)T

ImC
(i)
Diag

)

u
(i)
0 ,

where D
(i)
Re = diag(1−λ

(i)
Re1

, · · · , 1−λ
(i)
ReKi

), and D
(i)
Im = diag(1−λ

(i)
Im1

, · · · , 1−λ
(i)
Im

K̂i

).

The global sesquilinear form bP4
(·, ·) is then defined as the sum of all local sesquilinear

forms. The resulting preconditioner is:

P−1
4 = RT

0 (BP4
)−1R0 +

N
∑

i=1

RT
i Q

(i)
P (Bi)

−1Q
(i)T

P Ri.

Remark 5.5. All of the above theorems also hold for P−1
4 , with the constant 2

replaced by Cmax = O(H/h).
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6. Numerical Experiments. We present numerical results for problem (1.1)
with f = 0 and varying wavenumbers k. The computational domain is the square

Ω = (0, 1)2, with an impedance boundary condition defined by the plane wave eik
~V · ~X

on ∂Ω. Here, the direction vector is ~V = 〈cos(π/8), sin(π/8)〉, and ~X represents the
coordinate vector of the wave. The domain Ω is discretized using a triangulation Th,
which consists of 1/h2 congruent squares, each subdivided into two right-angled tri-
angular elements. Additionally, we partition the square domain into 1/H2 congruent
square subdomains, where H is an integer multiple of h.

To evaluate the performance of the four preconditioners, we employ different finite
element spaces, focusing primarily on P−1

2 and P−1
4 due to their lower computational

cost. For all tests, we set β = 0.01 in the generalized eigenvalue problems (3.1)
to ensure local problem solvability. For the real part generalized eigenvalue problems
(4.6), we test performance with varying ηRe and select eigenvalues outside (1−ηRe, 1+
ηRe) to construct the coarse problem. For P−1

4 , we additionally consider the imaginary
part generalized eigenvalue problems (5.4) with ηIm = 0.9, but no eigenfunctions are
selected since all eigenvalues lie within (0.1, 1.9). Therefore, all tests primarily display
the iteration counts and selected eigenfunctions from the real part eigenvalue problem.
The method is implemented via Algorithm 4.1, where N local problems are solved
both pre- and post-iteration, and GMRES solves the preconditioned system with B0

until the relative residual error falls below 10−6 in the ℓ2-norm.
We first present numerical results using the linear finite element method, com-

paring the performance of preconditioners P−1
1 and P−1

4 . The results, summarized in
Table 1 and Table 2, indicate that P−1

1 selects a smaller number of eigenvalues and
achieves a slightly better convergence rate, consistent with the convergence theorem.
However, the global matrix size for P−1

1 is twice the number of selected eigenfunc-
tions, while for P−1

4 it equals the number of selected eigenfunctions, therefore the two
preconditioners have similar sizes of global matrices. Considering P−1

4 ’s superior scal-
ability and lower computational cost for solving the eigenvalue problem, we conclude
that P−1

4 is the more effective preconditioner overall.

k = 20

h
H

1/2 1/4 1/8 1/16

1/32 8(18) 8(9) 7(4) 6(3)

1/64 7(22) 7(12) 6(8) 7(4)

1/128 7(22) 7(12) 7(8) 8(5)

k = 30

h
H

1/4 1/8 1/16 1/32

1/64 7(16) 6(9) 7(4) 6(3)

1/128 7(16) 8(9) 7(7) 8(4)

1/256 8(16) 9(9) 8(7) 9(5)

k = 40

h
H

1/8 1/16 1/32 1/64

1/128 7(12) 7(8) 9(4) 6(3)

1/256 7(12) 8(8) 10(5) 9(4)

1/512 8(12) 8(8) 14(5) 11(5)

Table 1

GMRES iterations with preconditioner P−1

1
(β = 0.01, η = 0.4) using P1 finite element. Paren-

theses indicate the number of selected eigenfunctions per subdomain for the generalized eigenvalue
problems (4.1) and (4.3).

As the wavenumber k increases, the mesh size h must decrease to maintain proper
resolution for the Helmholtz equation, consequently increasing iteration counts. We
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k = 20

h
H

1/2 1/4 1/8 1/16

1/32 10(17) 10(8) 9(4) 8(6)

1/64 11(25) 11(13) 11(9) 10(7)

1/128 11(27) 10(17) 10(12) 10(10)

k = 30

h
H

1/4 1/8 1/16 1/32

1/64 11(13) 15(7) 9(6) 8(6)

1/128 10(19) 14(12) 12(9) 11(8)

1/256 10(24) 16(16) 13(13) 13(9)

k = 40

h
H

1/8 1/16 1/32 1/64

1/128 11(13) 12(9) 11(7) 8(6)

1/256 10(17) 10(12) 12(10) 12 (9)

1/512 10(20) 9(16) 13(13) 10(11)

Table 2

GMRES iterations with preconditioner P−1

4
(β = 0.01, ηRe = 0.4, ηIm = 0.9) using P1

finite element. Parentheses indicate the number of selected eigenfunctions per subdomain for the
generalized eigenvalue problems (4.6).

evaluate P−1
4 ’s performance for large wavenumbers using both P1 and P2 finite el-

ements in Table 3 and Table 4, respectively. Our numerical experiments show that
reducing the threshold parameter η effectively mitigates the iteration growth at higher
wavenumbers. For fixed values of k and h, reducing the subdomain size H leads to
larger global problem dimensions, as our approximation strategy for near-zero eigen-
values becomes less effective with decreasing H. Thus, optimal selection of both H
and η is crucial for Helmholtz preconditioning. The optimal choice of H depends
on computational constraints: the processing capacity per compute node and the
maximum locally solvable eigenvalue problem size. The threshold η is determined
empirically. The rule of thumb for choosing an appropriate threshold is to select as
few eigenfunctions as possible while ensuring reasonably fast convergence. We avoid
selecting an excessively small threshold, as this would include too many eigenfunc-
tions, thereby increasing computational costs despite potentially reducing iteration
counts. Furthermore, as demonstrated by the convergence theorem, the impact of
the imaginary part is minimal - even when ηIm decreases to 0.5, only one additional
eigenvalue is chosen per subdomain, with negligible effect on the convergence rate.
Since ηIm = 0.9 selects no eigenfunctions for the imaginary part generalized eigen-
value problems, the global problem is constructed solely from eigenfunctions selected
in the real part. Finally, we note that selecting all eigenvalues from the real and
imaginary parts yields a direct solver.

We next present results for the linear HDG method. For implementation details
of the HDG method, we refer to [3]. A crucial aspect of HDG for the Helmholtz
equation is the selection of the stabilization parameter τ , which may be either purely
real or purely imaginary. Stability and error analyses for these choices are available in
[23, 4]. When τ is purely real, the imaginary part of the resulting HDG linear system
becomes block diagonal, with each block corresponding to an element. This structure
allows direct application of P−1

2 without considering the imaginary part generalized
eigenvalue problems. Conversely, when τ is purely imaginary, the imaginary part of
the linear system forms a globally assembled matrix, requiring the use of P−1

4 . In
this case, since the local problem is well-posed, we avoid solving the first generalized

eigenvalue problem, resulting in the simplified local solver Bi = RiBRT
i = B

(i)
II .
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k = 50

h
H

1/8 1/16 1/32 1/64

1/256 9(27) 9(17) 11(13) 8(11)

1/512 9(28) 9(20) 9(16) 10(13)

1/1024 9(29) 9(21) 9(17) 9(15)

k = 60

h
H

1/16 1/32 1/64 1/128

1/512 9(20) 9(16) 10(13) 9(11)

1/1024 9(21) 10(16) 9(16) 10(13)

1/2048 9(27) 9(23) 10(17) 9(15)

Table 3

GMRES iterations with preconditioner P−1

4
(β = 0.01, ηRe = 0.2, ηIm = 0.9) using P1

finite element. Parentheses indicate the number of selected eigenfunctions per subdomain for the
generalized eigenvalue problems (4.6).

k = 50

h
H

1/8 1/16 1/32 1/64

1/128 7(28) 6(20) 7(15) 7(12)

1/256 7(28) 7(20) 7(16) 10(13)

1/512 7(29) 7(21) 8(18) 7(16)

k = 60

h
H

1/16 1/32 1/64 1/128

1/256 7(20) 7(16) 10(13) 7(12)

1/512 7(23) 8(17) 7(16) 10(13)

1/1024 7(28) 7(23) 7(20) 8(16)

Table 4

GMRES iterations with preconditioner P−1

4
(β = 0.01, ηRe = 0.2, ηIm = 0.9) using P2

finite element. Parentheses indicate the number of selected eigenfunctions per subdomain for the
generalized eigenvalue problems (4.6).

In the numerical tests below, we evaluate the performance of these two precondi-
tioners for different choices of τ . Table 5 and Table 6 present the results for real τ with
varying thresholds η, while Table 7 shows the corresponding results for imaginary τ .
The preconditioner performs significantly better for real τ than for imaginary τ , since
for real τ we only need to solve real eigenvalue problems, and the imaginary part re-
mains block diagonal due to HDG properties - making the preconditioner’s imaginary
part identical to the original system’s imaginary component. Similar to FEM cases,
our experiments confirm that increasing wavenumber k and decreasing mesh size h
requires reducing threshold parameter η to maintain convergence rates. For fixed k
and h, smaller subdomain size H increases coarse problem dimensions due to our
preconditioner’s approximation properties, making optimal selection of both H and
η crucial for Helmholtz preconditioning. Theoretically, we select eigenvalues either
smaller than 1 − η or larger than 1 + η. Numerically, we observe that for Helmholtz
problems, larger eigenvalues significantly degrade convergence rates - unlike elliptic
problems where large eigenvalues have a modest impact on the convergence rate. Fur-
thermore, we find that selecting eigenvalues either smaller than 1 − η or larger than
2 achieves comparable convergence rates to those shown in the tables, while substan-
tially reducing the number of selected eigenfunctions per subdomain and consequently
decreasing the global problem size.

7. Conclusion. In this paper, we introduce a novel iterative substructuring ap-
proach that guarantees the well-posedness of local Dirichlet problems for arbitrary
wavenumbers. The proposed substructuring framework provides a general structure
that can be readily adopted by other domain decomposition methods. Building on
this structure and motivated by the success of generalized eigenvalue problems in pre-
conditioning elliptic equations with heterogeneous coefficients, we develop two new
classes of preconditioners within the NOSAS framework: one targeting the real part
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k = 20

h
H

1/2 1/4 1/8 1/16

1/32 18(17) 14(9) 13(6) 19(4)

1/64 11(30) 14(13) 12(9) 11(6)

k = 30

h
H

1/4 1/8 1/16 1/32

1/64 12(16) 12(10) 13(6) 21(4)

1/128 13(24) 12(14) 12(8) 11(6)

k = 40

h
H

1/8 1/16 1/32 1/64

1/128 15(13) 13(9) 13(6) 22(4)

1/256 18(25) 11(14) 14(7) 13(6)

k = 50

h
H

1/16 1/32 1/64 1/128

1/256 12(14) 17(7) 14(6) 23(4)

1/512 10(25) 11(14) 13(7) 14(6)

Table 5

GMRES iterations with preconditioner P−1

2
(β = 0.01, η = 0.7) using linear HDG. Parentheses

indicate the number of selected eigenfunctions per subdomain for the generalized eigenvalue problems
(4.6).

k = 20

h
H

1/2 1/4 1/8 1/16

1/32 7(53) 8(24) 7(13) 7(6)

1/64 6(105) 7(51) 7(25) 6(12)

k = 30

h
H

1/4 1/8 1/16 1/32

1/64 7(50) 7(25) 7(13) 20(5)

1/128 7(103) 7(50) 7(25) 6(12)

k = 40

h
H

1/8 1/16 1/32 1/64

1/128 7(51) 7(25) 7(12) 21(6)

1/256 6(102) 6(51) 6(26) 6(12)

k = 50

h
H

1/16 1/32 1/64 1/128

1/256 7(50) 7(26) 6(12) 23(6)

1/512 6(102) 6(51) 6(26) 6(12)

Table 6

GMRES iterations with preconditioner P−1

2
(β = 0.01, η = 0.4) using linear HDG with τK =

k. Parentheses indicate the number of selected eigenfunctions per subdomain for the generalized
eigenvalue problems (4.6).

k = 20

h
H

1/2 1/4 1/8 1/16

1/32 15(17,14) 14(9,8) 14(6,5) 19(4,2)

1/64 14(27,27) 14(13,18) 14(9,9) 13(6,4)

k = 30

h
H

1/4 1/8 1/16 1/32

1/64 14(15,16) 12(10,9) 14(6,5) 25(4,2)

1/128 15(24,36) 14(14,18) 15(8,9) 16(6,4)

k = 40

h
H

1/8 1/16 1/32 1/64

1/128 15(13,18) 15(9,9) 17(6,4) 32(4,2)

1/256 21(25,36) 15(14,18) 21(7,9) 22(6,4)

k = 50

h
H

1/16 1/32 1/64 1/128

1/256 15(14,18) 24(7,9) 23(6,4) 44(4,2)

1/512 16(25,36) 17(14,18) 24(7,9) 33(6,5)

Table 7

GMRES iterations with preconditioner P−1

4
(β = 0.01, ηRe = 0.7, ηIm = 0.9) using linear

HDG with τK = i

h
. Parentheses indicate the number of selected eigenfunctions per subdomain for

the generalized eigenvalue problem (4.6) and (5.4), respectively.
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of the Helmholtz operator and another jointly addressing its real and imaginary com-
ponents. We establish asymptotic convergence theorems for near-zero thresholds and
present supporting numerical results for various discretizations with large wavenum-
bers.

Our preconditioners possess several features:
1. They are of nonoverlapping type, offering lower computational costs and

memory requirements compared to overlapping methods.
2. The generalized eigenvalue problems involve only real matrices with sym-

metric positive-definite right-hand sides, enabling efficient computation via
Cholesky decomposition while ensuring high numerical accuracy in local ei-
genvalue and eigenvector computations.

3. The construction is purely algebraic, based solely on local Neumann matrices,
which allows for easy adaptation to various discretizations, heterogeneous
coefficients, and complex geometries without geometric constraints.

Future research directions include extensions to multilevel preconditioners and ap-
plications to related wave-propagation problems. The generality of our substructuring
framework suggests potential adaptations to other domain decomposition methods,
particularly for high-frequency or heterogeneous problems.

8. Appendix.

Theorem 8.1 (Sherman-Morrison-Woodbury formula). Let A be an n× n ma-
trix, Ci be a ki × ki matrix, Ui be an n × ki matrix, and Vi be a ki × n matrix for

i = 1, 2. Define U = [U1, U2], V =

[

V1

V2

]

, and C =

[

C1

C2

]

. Assume that A, C,

and C−1+V A−1U are invertible. Then, A+U1C1V1+U2C2V2 is also invertible, and
we have that

(A+ U1C1V1 + U2C2V2)
−1 = A−1 −A−1U(C−1 + V A−1U)−1V A−1. (8.1)

Proof. Note that UCV = U1C1V1+U2C2V2. Therefore, we can apply the Sherman-
Morrison-Woodbury formula to A+ UCV .

We note that if A, C, and A+UCV are invertible, then C−1 + V A−1U must also be
invertible.
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